Ace Training Classes
June 5, 2002

Note: All of these talks are in Adobe PDF format, and require your browser to be setup to view them (for
example, with GS on Linux, GSview on PCs, or Adobe Acrobat Reader on PCs and Macs). |f you need
help doing this, ask one of the operations managers (or almost anyone half-way knowledgable in your
system).

| ntroduction:

Operations Guiddlines - Steve Hahn

Emergency Response Procedures (ERPs)/Safety Training -
Steve Hahn

Detector Overview - Steve Hahn

ACnet and Shot Setup - Bill Orgjudos

Monitoring & Control Systems (MCS/iFIX) - Dave Ambrose

DAQ Overview - Frank Chlebana

Triggers and Scalers - Greg Feild

Trigger Inhibits and Trigger Tables - Jonathan Lewis




Silicon Monitoring and Controls

. Radmon - Andy Hocker
. Powering/Cooling/Monitoring - Chris Hill

Consumer Monitors - Kaori Maeshima

Silicon DAQ - Steve Nahn

Run Control and Configuration - Bill Badgett

Hardware EVB and Level 3 - Arkadiy Bolshov

Consumer Server/Logger - Tony Vaiciulis

Combined Ace Shift Procedures:;

Calibration Procedures and Analysis- Arnd Meyer

Shot Setup and Data Taking - Jay Dittmann

Updates from Weekly Ace Meetings:

Last updated 08/14/2002 - cdf-ops-managers@fnal.gov
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Introduction and
Operatlons Gu Ide Operations Guide
01/16/2002

® CDF Operations Guidelines

>Defines roles and responsibilities of shift crew and
supporting personnel

> During data-taking running, 24/7 operations with
on-shift crew (in control room):
- Scientific Coordinator (SciCo) — shift leader
- DAQ Ace — data-taking Two aces per shift
- Monitoring Ace — safety and data quality}L oot gy
- Consumer Operator — data quality

>24 hour support from process systems technicians
downstairs in cryo area (x3632) — current tech(s)
on main IFIX page



Steve Hahn

S h |ft S U p pO rt Introduction and

Operations Guide
01/16/2002

> QOther off-shift support (most with pagers or
cell phones) for shift crew:
- Operations manager
- SVX radiation damage control officer (RadCo)
- DAQ experts
- CDF Mechanical Group, CDF Detector Group
- CDF Offline Group
- Etc. etc. etc.

>Long list of pagers
- Latest version on web
- Paper copies around the control room

- Keep calling until you get help; call all numbers listed (not
everyone sleeps with their pager or cell phone)

2
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Introduction and
Chain of Command ntroducton and
01/16/2002

Normal Operations Emergency Situation

Lab Director

Lab Director

BD Head .
Lab Emergency Coordinator
PPD Head
Fire Dept. Shift Captain
CDF Ops (COD) Head L
¥ ‘ CDF Ops Manager ‘
CDF Ops Asst. Head J(
V .
‘ CDF Ops Manager ‘ ‘CDF Shift SciCo ‘
V

| CDF Shift SciCo | | Talks to MCR | 3
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Introduction and
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CDF Operations Department
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Introduction and
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® Co-Heads — Jeff Spalding, Mike Lindgren
® ES&H Head — Keith Schuh

® Associate Head — Jimmy Proudfoot

® Training — Dee Hahn

® Operatlons Managers
> Dave Ambrose
> Kevin Burkett
> Jay Dittmann
> Arnd Meyer
> Bill Orejudos
- Rotation (every week, usually seven days) kept on web
- All ops managers have pagers
- Active ops manager has
> pager (314-4862)
> cell phone (846-0600)
> Steve Hahn (emeritus) — cell phone (399-0135)



Shift Roles

® Operations Associate Head
> Sets priorities and goals for run
> Maintains Run Plan
> May act as Ops Manager if needed

® Ops Manager
> Shift priorities
> Runs daily operations meeting
> Posts daily run plan

> Coordinates shutdowns/accesses
- Ops Man MUST be contacted before any access

> Liaison to BD; attends BD meetings
> Reports to All Experimenters meeting

Steve Hahn
Introduction and
Operations Guide

01/16/2002



Shift Roles

@ Scientific Coordinator (SciCo)
> Communicates with MCR
> ERP implementation
> Heads shift
> Daily Operations Meeting shift summary
> Shift resource allocation
> Maintains logbook
> Helps maintain downtime logger

® Both Aces

> Assist ERP implementation
> Enter information in logbook

Steve Hahn
Introduction and
Operations Guide

01/16/2002
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Operations Guide
01/16/2002

® DAQ Ace

> Runs data acquisition and calibrations
> Assist other DAQ users

@ Monitoring Ace
> Investigates alarms, assists in recovery procedures

> Monitors CDF Infrastructure systems (flammable gas,
cryogenics, SUVA, silicon cooling, rack protection, LCW,
ECW, HVAC) through iFIX

>“Takes preemptive actions to minimize experiment down
time”

> Monitors data quality

> Monitors beam conditions from ACnet

> Maintains downtime logger

> Assists consumer operator



Steve Hahn

Sh |ft ROIeS Introduction and

Operations Guide
01/16/2002

® Consumer operator

> Runs and checks data monitors
- online consumers
= calibration results

>Notifies appropriate personnel of problems



Integrated Safety Management
ISM & ERP

and 01/15/2002
Emergency Response Procedures

From the Directorate:

"Do work safely.”
eFermilab policy:

Fermilab employees
and users will only
conduct work and
operations In a safe
andrenvironmentally
sound manner.



Integrated Safety Management
ISM & ERP

and 01/15/2002
Emergency Response Procedures

Priorities

1YOUu

2 Oth e rS if you do not put yourself at risk
3The enV|r0nment if you do not put

people at risk

4The experlment if you do not put

people or the environment at risk

When 1n doubt, dial 3131
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® Principles:
>Line management responsible for

safety * ™~ cDF shift crew
> Clear roles and responsibilities

>Competence commensurate with
responsibilities

> Balances priorities

> |dentification of safety standards and
requirements

»Hazard Controls tailored to work
> Qperations authorization

@ Core functions: ES&H Dept
. Safety Committees
> Deflne WOrk Work Permits (WPSs)

>Analyze hazards Job Hazard Analyses (JHAS)

_ Operational Readiness
> Establish controls || Clearances (ORCs, pORCs)
> Perform work

> Provide feedback and improvements
3




Integrated Safety
Management (ISM)

@ PPD Implementation of ISM

ISM & ERP
01/15/2002

> CDF is in Particle Physics Division of
Fermilab (PPD), though we must also worry
about Beams Division (BD) restrictions
since collision hall is part of Tevatron

>“...more eyes on the hazards and

mitigation of the hazards are needed to find

and avoid the more exotic problems.”

PPD_OPER_004

PPD Implementation
of

Integrated Safety Management (ISM)
and

Fermilab ES&H Manual (FESHM) Chapter 2060

A4

L Iniroduction

This dogument describes the PPD Implementation of ISM and FESHM 2060,

Within PPD our focus is work planning. A hazard analysis and mitigation of the hazards is a natural
part of this planning. Approval of the work and notification of supervisors about work plans is the
standard procedure, and review of completed work to improve future work should be a part of our
standard practice. Throughout the rest of this document, the term "Work Plan/Hazard Analysis" will
be used to summarize this process.

This implementation is not intended to challenge the competence of trained and experienced people. We
are working towards safety performance at a new level where more eyes on the hazards and mitigation
of the hazards are needed to find and avoid the more exotic problems. We also need to be alert for
accident situations stemming from several ordinary hazards working in concert. "More eyes” includes
writing Work Plan/Hazard Analysis, having the written plan reviewed by experts in some cases, having
every individual on a work team read and sign the written plan, and having the approved written plan
distributed to the next level in line management.

This implementation is intended to follow FESHM 2060. Instead of references to FESHM chapters or
to CFR {Code of Federal Regulations), this PPD document attempts to collect the full set of FESHM
2060 guidance and other special PPD concerns in terms of simple phrases for easy everyday reference.
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“Line management Responsibility for
Safety” includes everyone in the division.

PPD_OPER_004

WL R ibilities of Individuals

+ "Line Management Responsibility for Safety” includes everyone in the division. We are all part of
the "ling". It is expected that individuals will follow the ISM core functions for gyery task. These
functions are:

Define the work

Analyze the hazards associated with the task(s)
Take action to mitigate those hazards

Perform the work within the hazard controls
Provide feedback to allow improvements

& & & & @

In your daily work, you should use these five core functions as your work guide.

+ PPD requires a written Work Plan/Hazard Analysis if:
* Your task involves two or more of the hazards in Table 1.

Note: vour judsement is required. For example, PPD does not expect a full written hazard
analysis if you are working on a ladder & feet above the floor and there is an electrical outlet
nearby (this is not an electrical hazard). PPD does expect a full written hazard analysis if you
are modifying a pressurized system from a ladder position & feet above the floor.

If there are two hazards due to faulty equipment, ez a frayed electrical cord, PPD
expects you to fix the hazard before beginning the task. Do not write a hazard analysis.

Contact your supervisor for help if you have questions.

*  Your task involves one of the PPD High Level hazards in Table 1.
Note: your judgement is required. PPD expects you to be on alert for all hazards. PPD

does not expect you to consider every potential hazard as a "high hazard". Contact your
supervisor for help if you have questions.

+ You should work with your supervisor to develop a written Work Plans'Hazard Analysis when
required. Usually a team of individuals and a supervisor will collaborate to write the document.

¢ You should read and sign the Work Plan/Hazard Analysis before performing the task.

»PPD requires a written Work Plan/Hazard Analysis if:
» Your task involves two or more of the hazards in
Table 1.
» Your task involves one of the PPD High Level
hazards in Table 1.



Integrated Safety | svaere
Management (ISM) |

PPD_OPER_004

Tahle 1. List of Hazards and thresholds indicating “high-level" hazards faced by individuals in PPD.

Hazard PPD "High-Level" Hazards
(1F ot task Bes TWO hazands, wiite & Wiork PleuEeard Anilysis) {1 pour 1esk has ONE high-leve] hoesed, wiise 4 Wik Plosazand
AN YES|
Ridislion
Rodatbon areas at Fenmllob ore labeled —work (o s Conirolled Aren Wk dn a High Radisio Sree
orina Ballggos A i o teeord. Howewer, waork na Conmrallad Wk oal Cless 2-5 radiaacive ol sis.
Ama by people alresdy specificslly talned for the radation hezards Woak with contmminted chjects.
I theat arzs Is MOT 4 heomoed. Wk with radesactive lajuids.
Enown radloacdve chjenis at Fennilob sre lobcled with & "Closs” Work aith depleted Unanian.
abzker -~ ek oul snzli obscis s b liexardl Mowing sotinoes harweeii bulkfiags.
Work with e 0active sorces ks o harsrd
Eleertlenl Wark Wk acswims near of o eapossd clectical condecices, clnouas, of
Hazanis are elociroomion s Inferies mecckaad with oo blost e quigsite it T are of iy e erergleed arel where there 0 glgliLang
{trumis, hearkeeg boesn, fyirg detris). poteritlal T aroing, flach berre, ebecimion] berre, or ore Bl
Ay weork on o AC sleainical pooeer detribution symied,
ERsctromles Wark Workl Actneties nel oF ok expased clacino sl conduoiors, drculls, or
A tewsed {5 worker s Bkely 10 be expased 1o voltages, Cumeiis, of e quigsite it T are o iy e erergleed arel where there 0 QLo
stored elerineal energy of safilokent magniinde and duration o pogenial foe ancing, fash b, dhecinical berrs, or ane B
siortle of inpere |F shocking, arclng. sparkiog, or heuting, should pooer. Ay weark widh non-commeneiel sleetromizs o7 with elsoiwries mosdifed o
Wrorkers musi tave Basle Fleincal Safety mining Fennilab liss o araier lisgard potentisl, perioulaly in e peactype sl
Caomlmed Space Work
Wierk | o spaose that: Eairy laio & "Bennit Beguired Coadipsd Spaps’ -- thesss ans Libeled and
1. I large encugh ond so configoned thet pon cen bodily ener Indicone & poientisl hezardous anmeaphese or other safity hazard inthe
perii meigned work: god eodiflisd space.

2. Has Hradied oo resireoied meoes S eniry or exlt and
3. B sobdkaslgned Ror ol nnoes O capsacy.

Fall Hazard Wk Thoei o Radkder (173 of' 4 linbs. cesnot mainiain contae with. the lader.
Wiork frivn a lndder ar 6 fisst or mose gbove the foor, Wk {hoom o ladkder set o uneven o slippery ground,
Wirk from a solssors 1. Wik fhoss o omicellating Kit device {eg. & "chemry ploker arother suck
Work on low shope roolk (kess than 4° rise dn 12* o o). smigle ann devicel

Wik at 6 feetabove floor wiihcur guandralls
For clomSesten, work from previously approved scaffolding |s BOT Work o high sope rocs.

a haxani. Any new e ol soalokll g, imlodeg erection af the scatToking.
Mechanicsl Hamrds Work with & mehanizel sysiess tis hos the potentiol o relese stored ssergy
Prtersal for vl aise of sored energy through Siling, soaing, o I e o G, D St -porects

otler unpl mied movermeTt. Exples vz 30icns ai 1 iboi off the floor,
3 tones ai 10 feet ofY the: oo
Mot That simdard moves of obgects with Crane, Hodss, mid Forklins Ay winsiel errmgesseni of heavy objeots, even i below 60 000 fi-1h. anergy.
are covenad below. Chlee mechissleal siored eserngy boesls (o, spaings| reguelre cakuleted,
Maslng Michanbenl Hararids Wk In an ared whiese ok csployes cin be cilght Petesen chjerh.
Footential for inpery fisin competer coarndiad mowing ohjsos. Wik ner wegnanded rotating shafis
Hamards bn "Mesi e use™ of new equ Firsa mome perocdscsoe work with new eguipment deslgned o modiibed ai
Polenial hazand with say sl ime use ol mechanked or @kl Fanmllab ifa ggrilican mpery polestlal exisa.
I i ifa I ooald oo Exnmples: sian of Licd1 wilh o werw mechomical mechise o
Hlp Sgioani ey ||r£n1 hmmﬂ of m sinsll mn-pam# wer pirlied cutullhn:.rdlr.r-:.ﬂ
Crani, Hils &Eul.ll‘l.f‘hqt If exceptlone care @ requined due o slze, sispe. or choss Dol osos
Meieral tandleg with this equipmem cen have & slgnitflcsn takrance ol a pariouiar oad
potenitial for lijury iF done lnpropey. Far olarkfieathon, it |5 not esuslly & ligh keeard o periins & "sondaed 11,
Below-dhe-hook 1ifting devices st be opproved fkers, 2. g. a 1t within the erane weight Ll ol a stndand shicld book using
Eniphoyess sl be ralna] s qeoliiled o aperaie the devloe. the B eye o b0 1l ether boads wiih an approved Hitlsg fisture.
Hytraal Sysicm Hazards Any wark whese o sudden wiooainelked rehsase (lhlure | of presssre coukd
Thess sysiemns oo rus o several thoussnd pounc per sgeore [nck, re=pall i lnjury (2.8 people woaking aroumd a heovy obgset supporied
0 snoll beaks oo be o hazand withoul sye protecticn. tiydrautizally could get "oomeght beiween® L

Wkl wiih modefied hydranlio sysies,

Excavation aml DEgplug

Aoy i g or sall bochog with seoionzed equpseess DHgging desper then & fiet.
Aoy il gl {even by tand) whes niilites o enseniory conditions Digging laio & radlation shisld benmn.
ey be ancoumlered Ay excpvitos el sodld become o coafinsd spacs — lor axanple wihia
Ay il whese on-lookers are 1t aind coubd be Infured ar undier & bulkding.
Flammslde Gas Hazard
Flarmuhle gas seeie ore classified by Sre nsk and must be reviewesd Work in a Flunmeble Ges Risk Cless Lares inisk of lozal fine)
1o idletermilne the risk cless fenreviewsd areas are Cless 70 or [ & Bk Cliss 2 Aren (risk of's gesersl firgh.

Winrk [ o Blsl Cliss 0 wes sk of smsdl ol ok e is s lieeard,




Integrated Safety | svaere
Management (ISM) | "

PPD_OPER_004

Table 1 continues.

Hazard PPD "High-Level” Hazards
(HE your task has TWO hamands, wooie a Work Plan'Hmeand Analysis) (IF your task has ONE high=level hazand, woole s Work Pland/Haesed
Smaabysi s}

Cryogemic Hozords

Working with solids, liquids, or gases colder than <150 C. Woarking with more than 2H likers of cryogenic material,
Oxygen Deficiemcy Hazard (ODH}
Working in areas that can have large releases of goses (o reduce The Wearkiegg in an area classified as CNH-2 o ghove vs o bagh hoesnd.

omygen concentration below 19.5%
Wik im an OIH-1 nrea is & hand.

Chemicals Work with solvents, reactive or comosive chemicals in large amounds or in
Use af maierinls that are Aammable, combusishle, comasive, n poarly ventilated area
reactive, lonic, caustic, ar poisonoes, Wk with poisonous chemicals (e.p. plating solulions conlaining cyanide ).
Wk with Bighly reachive chemicals (e g. batbery acuds, metal cleanmg solulsons
Use of any maseral thai because of the guantity and'or manner containing a high % of hydrefluoric acid).
it is being used is haznodows to the health of the worker. Wk with known carcinogens or cancerssuspect gents (e.g. benzene or
metkylene chlonde or chlorofonm).
MEDE are alwarys requirad snd every employee must have Ay work with explasive chemacals
HazCam briming in heow o read an MEDE. Agny work with new chemicals synikesized at Fermilah,
Comtnimers must always be propedy lnbeled Oecasional use of smuall ameunts {500 ml} of consamer products cr oter
chemicals avnilshle from the stockenom is not a high bamed
Hazordous Substaneces Direct hundling of Lead, Asbestos, Beryllium jeven when passivated |, and
Chermical Cs npens, Lend, Ashesios, Bervllivm and Beryllium Beryllm allays is always considered a high hazand, but
Allerys are hazands to workers. pocknged or encapsalnted objects are low hasmnds

Wik with known carcinogens or cancer-suspect sgents.
Clenn=up | shatemsent | wark is alwavs o kiph hnzsnd.

Work with Regulated Polhunis Ay work that will generste pope than 5 gallens of regulated waste

Werk that will generle a WASTE procuct with a chemical that has a Amy work with chemicals wiwere a sigmificant sl is possible and likely te get
flash point below 140 degrees F,a pHbelow 2, apH greater than inéo the environment {eg. drin or ditch nearby k. The "signaficant” level
125, or which cantsins any toxic substance {see MEDS). wiill depend on the chemical.

Wik that will genemie a mixed {mdicactive + repolated) wasle.

Machining and Grinding

Moving machinery cperated without appropriate gunrds, Machiming or prinding. hazardous mateninls such as bead,
Work with the employee in an mnnsual or awkwasd position {e.g magnesium, beryllium

overhesd prnding i= an eye harand]. Removal of structural welds om large weldmenis {fall hagmad may nesult).
Sparks from these operations must be controdled
Hepetitive Task Hazords Four comsecufive hours of pepetslive assenvhly work.
Work ot an inappropriely designed computer selup Johs that may sgpmvate a pre-existing medical conditian.
Assembly work with repetitive tasks Aszembly jobs thal bave camsed previous repebilive injuries.
Modse Horards Two hours of work per doy in an esvimonment where it is necessary to showt
Exght hours of work in am environment where you mnst mise your in onder b0 be heard.

soice {bui nod showt) tobe heard Wk that excesds a posted maise hozand limitaton {Typically 8 ks o &85 dbAj.
Dither Work Emvirenmend Hozords
Fespiratory hosands from dust, animal wasbe, ... Comtirmoms work in lenperatures above 56 degrees F orbelow <25 degrees F
Work in arcas of excessive heat or ool maast be evalusted.
Work from awkward positions.
Magmetic Fiehd Hacards Wk near any area with a fringe held of mare than | kilognoss im air over an
Iran ohjects in o magnetic fild can move, sccessible region more than | Bsot long in all directions.

Amy time averaged exposure of people 1o 30 gauss or more,

Candinc pacemakers, metallic implonts, amd other medical devices can Ay silmlion were ferrous objects conbe subject o mognetic foroes ciusing

s hooe s 25 pauss. sucklen unexpected movement
==
Lasers
Laser systems con present electnical, chemical, and eye or skan Waork with a Class 3b or higher Inser (bmining is required).

haznwds from ingense vishle light.
Lasers are classified an o scabe of 1 {safich o 4 {dangerows|.

Work with Pressure [ Vacwum Sysiems Work on sysiems with a pressure greater tham 150 psi.

Paotenizal for rnaplure or implosson. Wk with a vacuum chamber larger than 35 cubic Seet and Inrger than
Maodification of a pressure sysiem is & hazarl. 12 inches in dizmeter.

Umuzeal or mre |J'\.\_‘|n|q|1-|\|t';| pressure of vacmum system 50 I'L"‘""I' Work with thin vacusm windows presier than 12 imches in dismeter.
Welding., Bome cuiting, braving. open flame work

Haznrds sre fire, eve irjury, thermal amd ultm violet bums, moise, Ay flame cutling om an exisfing structure.

wemlilation, toxic fumes.
Weldimg work in an ares where pasers-by can see the arc.

Work in spaces contralled by otber Divisions Abways conssdered n hagh hiand undil analyzed
Potential for mnknoswn hasands. This inclles all Collision Hall=
e EEEEEEEEEEEEE——
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You are required to have Work Plans/Hazard
Analyses reviewed if the work passes any of
the thresholds in Table 2.

PPD_OPER_004

. R ibilitics of § o 1G Leaders
# The term "Supervisor” or "Group Leader” within PPD includes Detector Project Managers at all
WBS levels and Task Managers of T&M activities. As a supervisor of other employees, you have
a special responsibility for safety of those employees. When you assign work to employees, you
are responsible for ensuring that Work Plans/Hazard Analyses are written as required by

this document.

# You are required to have a written Work Plan/Job Hazard Analysis for tasks done hy your
emplovees if their work passes any of the following thresholds:
* The task involves two or more of the hazards in Table 1.
* The task involves one hazard at the "high level” defined in Table 1.
* The task involves at least one hazard from Table 1 with a work crew where individual
responsibilities of each crew member should be clearly spelled out.
* The task is outside of the normal duties and responsibilities for your group and involves
one or more hazards from Table 1.
{e.g., your group is called to a new area to "help cut”, or your group is assigned a new
permanent and continuing task)
* The task involves complex activities of more than one day duration and at least one
hazard from Table 1.
{You should consider having daily toolbox meetings to review the complexities each day.
But this is not required if a simple task is just being repeated every day. )
* If in your judgement the task is complicated and would be done more safely using a
written Work Plan/Hazard analysis, then write one!

# For tasks that recur often, it is permissible to write a generic Work Plan /Hazard Analysis good
for one calendar year. All such generic plans expire on December 31 every year and must be
reviewed, amended as needed, and re-approved following the instructions below.

4 You are required to have Work Plans/Hazard Analyses reviewed if the work passes any of the
thresholds in Table 2.
Tahle 2 indicates who should do the review, either a designated PPD Approver, a PPD
Department Head, a PPD ES&H Review Committee, or the Division Head. If an obvious reviewer
cannot be identified, contact the Division Office.

4 If the work is below the thresholds in Table 2, no further approval is required.

¢ (Once you have a written plan, you have the following additional responsibilities:

# Discuss the work plan with all involved employees, and get each emplovee to sign the
Work Plan/Hazard Analysis as a record that the job was understood. Post a copy near
the work area if possible.

# Keep the Work Plan/Hazard Analysis for your employees on file for one year.

= Provide a copy of the Work Plan/Hazard Analysis up the line in the PPD Line
Management as detailed in the PPD Organization chart.
See Table 2 for additional guidance. Supervisors provide copies to Group Leaders, and
Group Leaders provide copies to Department Heads. If you have both a department head
(e.g. Support Services) and a project leader (e.g. CMS Project), provide a copy to both. 8

FPDNOperating Mannal FPD_OPER_ (04T
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Table 2. Hazard vs. Review Matrix.
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Designated Department ES&H Review | PPD Division
FPD Appraver Head for use as ES&H Head
Hazard threshold part of an Department
(Wio Approves) Experiment
Radiation Waork ina High Radiation Area, Motify Moitdfy Notify
or o Class 2-5 ohjects, or with Ay souarces or rad.
contaminaied objects, mdicactive materials nsed, Motify before remmrnn
||.quin.|n. of \.lL‘[’\Jl:EL'\.l Ulramnium sourcas embedded in 3
n.'quiu.'p a |\.-|mi1 detectons
(PP Radiation 5 LN Tiar)
Elecirical Work Work on AC electrical powes Naotify
digtribution SYELEm regiines Nul.il:_‘\r
an Elecircal Work Penmit Mzt approve all
hot work.
Electronies Work I Sy=tems with nodi-
Arcin sl bhurnz, electrical Motify commercial or
burns, ot arc blast modified equipment.
Ay large capacitor
(Trnvediote Sugrervizars) banks.
Confined Space Work If knwovovn hazards
require a MNaotify
Confined Space
Permit
Fall Hazard Ay new scalfolding erection. Motify Moitdfy
(PP Soqffold Coaiigrelend Persal
Mechanical Harards Work with a mechanical system OVEF 3 Tons Always notify.
tlat has the ol il to releage N-.ll.il:_‘\r :il.||\|\|uh.'l.|
stored energy b excass of abowe oo Must approve il
A0, 000 Foot-prounids.
(PPD Englneering Appraver) over 10 Tons
Moving Mechanical Work with ungnarded rotating Rdowes Baster than
Hazards machinery Motify 5 feet par second Motdfy
(PPD Englnecring Approver)
Hazards in *first tme | Machines designed or modified
use™ fox use at Fermilab require an Motify Notify
of mew equipnient appioved procedure before
production use.
(PP Engineering Appraver)
Crane, Hoist & Below-tlw-hook lifting devices Approves
Faork i n.'quiu.' raview. hlﬂ:lf}. nrinznal use
s e (=N L
(PP 'I:."'.'-'”"* ering Approver) rated load livmt)
Hyd ramlic System Fermilab designed or modified
Hazards SWALEIE reduire review. Motify
(PP Engineering Approver)
Excavation and Excavation permdt for any
DMgEing earth rermowval MNotify

§Task Manager ar
Cansteuction Coordinatort

Fermit for any

ieleteiien Herm aleration. Natify
Flammable Gas Approves work Mgy nse of Approves
Hazard in Flamimable Gas Alamuniable Moitdfy all Flammabde

Class 1 or 2 areas. gas or mixiones Lras sl i
Cryogenic Hazards Ay work with more than Ay gystern with Approves

200 lers of cryogenic materdal.
(PPD Enginearing Approver)

inventory exceeding
204} livers

operation of amy
system with
i|:|'-'1.'|:|l.|u}r'
exceeding 200
litars

Ovgen Deflckeney
Hazard

Work in OTyH-1 araas.

¢ Tireitraaliate Supervizors)

Approves work in
any area classified
as ODH-2 or ligher

Aavy mge of cuvaen
digplacing gases

Motify For
ODH-2 work

ISM & ERP
01/15/2002




Integrated Safety | svaere
Management (ISM) |

PPD _OPER_004

Table I continues,

Desdgnated Departmen | ES&H Review PPD Division
PPD Approver t for use as ES&H Head
Hazard threshold Head part of an Department
{ Who Approves)
Chemibcals Ay work with Natify
Work with solvems, resctive o PROHIE,

corroaive chernicals in large
AmeMs of in a pootly

charnicals

s Bagrervizors) | Motily Any work with
e chemicals
synthesizad at
|.I.'I:JE'II.H1.

Hazardous Subsiances Approves Any toie  hazardous | Approves Naodify for
direct hamndling meterials plammed all abatement [rirect Handling
witlan or used work. & Albatennent.
procedura in
advanes of
otk

Hq{l.l laied Polluianis Any wor k that will penerate

greater than 5 gallons of Motify Muotify

hazardous waste.

Avry work where a sigd Aeant
spill i=2 poasible and likely to
el dnle the enviromment.

PPD Envivonmental

Proveetion (fieerd

Machining and Approvas anmy Maodify For work
Grinding work with with hazardous
hazardous
muaterdals.
Repetitive Task All repetitive assembly work
Hazards I.:|ki1|4_: mee than 4 houars [peer Nl.llil:_'r Nulil'!.-'
day.
(Tameedione Sgrarvizor)
Muolse Harards Approves if
e tean & hrs Ny
work il anan
above 85 dbA
Wark Environmwent Continuons work in lemperatures
Hazards above 86 degrees F or Moty
below =28 dagrees F.
ifmmmediole Siepervisor)
Magmetbe Field Fringe fields ovar 1 kil Amy e average

Motify expogure of
peaple 1o 300 o
more Chauss

Hazards air extending over 1 cah

Lasers Ay work with a Cla
hdglvar laser. Motify Anry uze of any class Muotify Natify
(Lazer Safety Offtcer in ESEH)
Wark with Fallowing test,
Fressure / Yacuum All pressure vessels and vacunm Motify Review of all wessals | Motify APProVas
Rysle s vesaels require an engineerng operation of
. review all preszurized
sy atams = 200
PP Engincering Approver) SCFH and all
VAL SYSlems
> 35 cuhic fizet
Welding, Name All work requires a Burn Permdt.
cutting, brazing, apen (Farmilab Fire Dapariment for
Mame work permil, PPE Saviar ! 1§
(HiGear fhrwork plan approvall
Wark In space Moty Approves all
eontrolled by another such work.
division

10



® SO,

Integrated Safety
Management (ISM)

where do | find the PPD

Implementation of ISM?

i = Particle Physics Division - Microsoft Internet Explorer

J File Edit iew Fawvortes Tools Help

ISM & ERP
01/15/2002

W= < 2 . & A Q @ | B ?
] Back FonyaEnd Stop Fefresh  Home Search Faworites  History hdail
| Jr‘*\ddrES &) hitp /ppd fnal oy j @ Go JLinks i

Particle Physics Division

PPD Departments Fermilab at Work
__ —

Quick Links

Oroanization Chart
Operations Manual

FFD Conference Rooms

Help Desk
Hazard Analysis Procedure

Eetberozing UMNEHPC- Mid
Aunust

Sacuri

|

|

Particle Physics Division News

Privacy, Legal € Fermi National Accelerator Laboratory

|_|_|Internet

B

11



Emergency Response
Procedures (ERPs

® OK, what about the ERPs?

3 Scientific Coordinator Information - Microsoft Internet Explorer

jEMe Edit “iew Favarites Tools Help

ISM & ERP
01/15/2002

s . =2 .0 A

Back Forward Stop Refresh  Home

@@‘@'

Search Fawvorites  Histony Iail Frint Edit

Discuss

JAQC”BSS Hj hittp:/ weana-b0 fnal gow:8000/ scicohelp/ scicahelp himl I

-] @co “Links »

4. Responsible for hour-by-hour detector operations.
5. Aitends 0800 Operations Meeting with report from previous day.
6. Arbiter of allocation during shift (partitions, crates, power on/off, etc.).

7. Makes sure e-logs are well documented for shift.

=l

Some Helpful Link

<A List of CDF Il Procedures - Microsoft Internet Explorer

File Edit “iew Favortes Tools Help

]

o I < B G B A T = 3 B 8 ZF HE

Back fEErEr Stop Refresh  Home Search Fawvorites  Histany Iail Frint =il Discuss

Emergency Response Procedures JAddrESS I@ it/ fwmnen-colf.nal gov/htbin/ coforoc/listProc

o e . ],
o |Ruﬂ 2 Safety Procedures

ACNET:
o Main ACNET help page
o Tutorials: 0, 1,2,3
o Shot Setup
SciCo Silicon Responsibilities
o When to turn the Silicon to
o Monitoring Ace's Silicon In
o Silicon Radiation Monitorit
Global Alarms Page
Consumers
o DBANA
o List of Consumer Monitors
o Starting the Consumers

List of CDF Il Procedures

Safety Procedures (Safety Procedures
[ Fermilab ES&H Section Home Page gt
F

(Procedure Procedures )
(CDF Solennids Cryo System Cperational Procedures)
(Tas System Operational Procedures )
(CDF Mechanical Group Operational Procedures)
(CDF Electrical Group Operational Procedures)
(CDF Particle Instrumentation Group Operational Procedures)
(Dther CDTF Operational Procedures )
(CDF Techrcal swdelines and permuts)

o Current Consumer Status

5

o FEvent Displa Satety Procedures:
Accelerator (Meumbered CDF I PROC-001 through CDF I PROC-100)
~ MR Rl
L DCDII)F l PROC] Ermercency Response Procedures | AThroved
DCD[;F I FEI0IE DF Supervised Access Procedure approved
DCD[E;F IWFROC | ohF Controlled Access Procedure ApRroed
CDF Il PROC- | Sign-Off Procedure Required before Flowing Flammable Gas To ar Aporoved
013 Turning High Yaltage pp
Procedure Procedures:
(Mumbered CDF Il FROC-101 through CDF Il PROC-138)
?DII)F HPROC | o to write 2 CDF Procechure & poiored
Ter IHEROC | ¢oF)| PROC - 108 *COF Silicon Raviation Protection Procedure’ | pproved
F‘DnF L0 FEI0IE "COF Silicon Interlock Code Change Reguest” f?f.rwed; HHFC
&
I

12



Emergency Response
Procedures (ERPS)

ISM & ERP
01/15/2002

® Flow charts of actions to be
IN emergency situations

taken

® Most current version located on
CDF web pages as shown on

previous page
® Color keyed

> Black - Procedure steps

> Red - Important safety warnings

> (Green - Expert actions/suggestions

> Blue -|Additional information

(automatic actions)

or

13



Emergency Response
Procedures (ERPS)

ISM & ERP
01/15/2002

® CDF Emergency Response Procedures:

> CDF Fire Alarm

> CDF Oxygen Deficiency Hazard (ODH)

Alarm

- Assembly Building with 1200 T shielding door

closed

- Assembly Building or Collision Hall with 1200 T

shielding door open

> CDF Flammable Gas Alarm
- Assembly Building
- Collision Hall

- Gas Shed (behind Assembly Building, not gas

mixing shed on other side of berm)
- COT Inerting

> Severe Weather (Tornado) Alarm
> Radiation Exposure Procedure

> Spill Procedure

> Recovery Procedure

14



Emergency Response
Procedures (ERPs

WARNING: . |
Exit Building if CDF Fire Alarm WARNING:

. Do Not Enter Collision Hall
You Feel at Risk

Fire Alarm or Report

Silence Control Room
Loca Alarm

h 4 2RR08C

i i Determine Zone Assign a person to
If no Audible Alarm, Acnvate Determine Access and Key
Manual Pull Station

Status, for Fire Dept. Info

v

151200 Ton
Shield Door
Open?

Isit
Safeto Remain Investigate Alarm (Without
in Control Room? Exposing Personnel to
Hazards)

v

Evacuate All Personnel to X
West Entrance Command Vdid Alam? Investigate Alarm From
Post Control Room (Cameras,)

> v

Shut Down Appropriate Continue to Investigate, /\es
Systems from West Entrance if Necessary vdid Alam?
Command Post + \/_
Collision Hall/ Detector No
60Hz & 400HZ Power Report to West Entrance
Argon Ethane Shut Off within 5 min. — .
Solenoid Shut Off + Assist Fire Dept. with Reset

Activate Assembly Bldg. +
Purge | Assist Fire Dept. with Reset

+ | Go To Recovery Procedure

J | Go To Recovery Procedure £

Call 3131 to Verify Alarm

Shut Down Detector Power,
+ Station a Shift Flammable Gas, and Solenoid

Inform MCR of Emergency Person in Hallway to Monitor buttons behind 2RR02C
Ex. 3721 Safety of Control room

+ Fire

Cooperate With Fi re Yes Extinguished?
Department and Assist No

Vvadid Alarm?
v 3"

Go to Recovery Procedure ‘ Dispense Halon
if no oneisin the Hall

buttons behind 2RR02C

ISM & ERP
01/15/2002
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ISM & ERP
01/15/2002

Emergency Response
Procedures (ERPs

CDF ODH Alarm
Assembly Building

1200 Ton Shield Door Closed

WARNING: Do Not Enter Deep Pit

ODH Alarm

A 4

Silence Control Room

Determine Alarm
Display Panel on North
wall

Use Proper
Procedure for
Areain Alarm

Remain in Control Room

v

Call 3131, request Fire Dept.
Respond to "CDF ODH"

4

If Accessin Progress, Initiate
Evacuation: Using Phone
Pager, Instruct Accessors to
'Exit ViaLabyrinth Door Next
to Elevator' (NOT 50 Ton Door
to Assembly Pit), Use Stairs,
Exit South Door on First Floor

’

Assign a Person
to Meet Accessors at West
Lot, Account for Personnel,
Report to CDF Control Room

-

Assign Two
People to Check Pit and
Gas Platform Areas Visualy
From Railing and Report
to Control Room

-

Expert Investigators
can do the following:

Check Alarm at Cryo
AreaRack #1

Investigate Further:

1. Check for Other Alarms

2. Determine if Recent
Changes are Cause

From Fix

3. Have Person Check
PF1,

4. Have Person Check
Cryo Syst Readbacks

If Injured Personnel Seen,
Call 3131, Report this
to dispatcher

A 4

Cal the Expert

Record Seguence of Events

v

Cooperate With Fire
Department ugon arrival

v

Confer with
Operations
Manager to Decide on
Sensor Repair

AlarmisValidif any of

thefollowing are true:

1. Vapor Cloud or Broken
Line Seen

2. More than One Sensor
Indicates Latched Alarm

3. Latched Sensor Non-
Normal Reading Persists

4. All Access Keys Cannot Be
Accounted For (Unless
Assembly Pit is Not Part
of Access Area)

If Valid Alarm is Only One
Non-Normal Sensor And
No Other Confirming
Evidenceis Found, Alarmis

Declared False

v

Reset Alarm Panel
Cryo AreaRRO1

v

Go to recovery Procedure

Automatic Actions:

Building Evacuate Alarm,
Building Evacuate Strobe,
Assembly Pit Vent. Purge,
Status Panels Display,
Assembly Pit ODH Alarm




Emergency Response
Procedures (ERPs

WARNING: Do Not Enter
Deep Pit or Coll. Hall

CDF ODH Alarm

Collision Hall
or

Assembly Building with 1200 Ton Shield Door Open

[ ODH Alarm

Silence Control Room
Local Alarm

-

Determine Zoneln Alarm
(North Wall Display)

Assign a Person
to Inspect Coll & Assem. Hall
with Camerasfor Valid Alarm:
Vapor Cloud, Broken Line,
or Injured Personnel

v

-

Remain in Control Room

v

Call 3131, request Fire Dept.
Respond to "CDF ODH

v

If Shielding door is open
Assign Two
People to Check Pit and
Gas Platform Areas Visually
From Railing and Report
to Control Room

Expert Investigators
can do the following:

Check Alarm at Cryo
Area Rack #1

Investigate Further:

1. Check for Other Alarms

2. Determine if Recent
Changes are Cause

From Fix

3. Have Person Check
PF1,

4. Have Person Check
Cryo Syst Readbacks

Assign a
Person to Determine Access
and Key Status for
Fire Dept. Information
and meet fire Dept. at
West command post

v

If Injured Personnel Seen,
Call 3131, Report this
to the Dispatcher

h 4

v

Inform MCR- 3721
of ODH Alarm

Coordinate With Fire
Department

v

v

Ask MCRto Investigateif
Tevatron Could be Reason
For ODH Condition

Confer with
Operations
Manager to Decide on

Single Sensor Repair

AlarmisValid if any of

the following are true:

1. Vapor Cloud or Broken
Line Seen

2. More than One Sensor
Indicates Latched Alarm

3. Latched Sensor Non-
Normal Reading Persists

4. All Access Keys Cannot Be
Accounted For (Unless
Assembly Pit is Not Part
of Access Area)

If Valid Alarm is Only One
Non-Normal Sensor And
No Other Confirming
Evidenceis Found, Alarmis

Declared False

v

Assign a Person
to Keep PhoneLine
Opento MCR

v

Record Sequence of Events

-

Reset Alarm Panel
Cryo Area RRO1

-

Go to recovery Procedure

ISM & ERP
01/15/2002

Automatic Actions:

Building Evacuate Alarm,
Building Evacuate Strobe,
Assembly Pit Vent. Purge,
Status Panels Display,
Assembly Pit ODH Alarm




Emergency Response
Procedures (ERPs

WARNING:
Experts Investigating
Must Wear Dual Function
Gas Monitorsand Leave
Areaif Monitor Alarms

If Emergency Code Not
Issued, Call 3131

CDF Flammable Gas

Assembly Building

( Flammable Gas Alarm

Assm. Bldg.
High Level
20%

Determine Alarm

If Accessin Progress, Initiate
Evacuation: Using Phone
Pager, Instruct Accessors to
Exit-
ViaLabyrinth" Door Next
to Elevator or East stair well
(NQOT 50 Ton Door
to Assembly Pit), Use Stairs,

Display Panel
on North Wall
r Fix ERP Page

v

Assign a Person
to Meet Accessors at West
Lot, Account for Personnel,
Report to Control Room

v

Coll. Hall or
Gas Shed
High Level

Use Proper
Procedurefor

Areain Alarm

Verify Alarm from
FIX display
(alarm statusis
latched till reset)

Determine if Recent Work on
System May be the Cause

v

Cal an Expert

v

Confer with
Operations
Manager to Decide on
Single Sensor Repair

v

Reset Alarm Panel
Cryo area RR1

Go to recovery Procedure

WARNING:
Two Man Rulein Effect

ISM & ERP
01/15/2002

Expert Investigators
can do thefollowing:

A. Investigate Alarm Further
Without Exposing Personnel
to Hazards

Severity at Zone Indicated
Using a TIF-8800 (red)
Flammable Gas Detector or by
Investigating Nitrogen Purge
System

C. Close Manual Gas Supply
Vave MV-2405if High

Level Alam

In gas Shed Key is needed

B. Determine Leak Validity and

/ Automatic Actions \

Building Evacuate Alarm
Firus Message I ssued
Fire dept. Responds
Flammable Gas Shutoff
High Voltage Shutoff
MG 1,2,3&4 Shutoff

Detector 60 Hz Shutoff

Qy. Bldg. Ventilation Purgy

Feb. 9, 2001




Emergency Response | iswesere
Procedures (ERPs) | "

WARNING:
Leesveicaing - CDF Flammable Gas WARNING
Gas Monitors and Leave Col I IS On H aI I Two Man Rulein Effect
Areaif Monitor Alarms

( Flammable Gas Alarm

Assy Bldg or
Gas Shed
High Level

Determine Alarm
Display Panel Use Proper
Call the Experts on North Wall ng;eﬁ]uﬁ;?r;

or Fix ERP Page

Coll Hall
High Level
20% A 4
Have a Person
If Emergency Code Not

— Determine Access and Key
Issued, Call 3131 Status for Fire Dept. Info

I
Call main control room

h 4

Investigate Alarm Further [
Without Exposing Personnel ; Determine if Recent Work on
to Hazards Verify Alarm from
FIX display System May be the Cause
(alarm statusis [
latched till reset)
see inerting proc.

Expert Investigators
can do the following:

A. Determine Leak Validity and
[nerting System Alarm? Severity at Zone Indicated
Using a TIF-8800 (red)
Flammable Gas Detector or by
Investigating Nitrogen Purge
Confer with System
Operations
. B. Close Manual Gas Supply

g?gff;ﬂ;?gi?” Valve MV-2405 if High
Goto

Level Alarm
Inerting Alarm Procedure

In gas Shed Key is needed

Reset Alarmiin _Cryo Area Automatic Actions
Push Button in RR1

+ Building Evacuate Alarm
Firus Message | ssued
Fire dept. Responds

Flammable Gas Shutoff
High Voltage Shutoff
MG 1,2,3&4 Shutoff

Detector 60 Hz Shutoff
Coll Hall. Ventilation Purge

Go to recovery Procedure




Emergency Response
Procedures (ERPs

WARNING:
Experts Investigating

Must Wear Dual Function CDF Flammable GaS
Gas Shed

Gas Monitorsand Leave
Areaif Monitor Alarms

( Flammable Gas Alarm

Gas Shed
High Level

Assm. Hall or

Coll. Hall
High Level

20% Determine Alarm

Display Panel

on North Wall
or Fix ERP Page

If Emergency Code Not Low
Issued, Call 3131 Level

Use Proper
Procedure for
Areain Alarm

-

Verify Alarm from
FIX display
(adlarm statusis
latched till reset)

Verify Alarm from
FIX display on slow controls
monitor (alarm statusis
latched till reset)

v

Determine if Recent Work on
System May be the Cause

v

Call an Expert

v

Confer with
Operations
Manager to Decide on
Single Sensor Repair

v

Reset Alarmin Cryo Area
Push Button in RR1

+

Goto recovery Procedure

Gas Shed
Low Level

WARNING:
Two Man Rulein Effect

ISM & ERP
01/15/2002

Expert Investigators
can do the following:

A. Determine Leak Validity and
Severity at Zone Indicated
Using a TIF-8800 (red)
Flammable Gas Detector or by
Investigating Nitrogen Purge
System

B. If Appropriate, Shut Down
Gas System Compressor

Crash Button isoutside

East side next to Gas Shed Gate

High Level
Automatic Actions:

Firus Message | ssued
Fire Dept. Responds
Flammable Gas Shutoff




Emergency Response
Procedures

ERPs

ISM & ERP
01/15/2002

CDF Flammable Gas
COT Inerting Alarm

[ Flammable Gas Alarm

N2 flow <200 E or W

FG > 30%
02>10%

02<3%
FG > 15%

Determine Alarm
Display Panel
on North Wall

Fix ERP Page

Coll. Hall

Assy. Bldg.,
or Gas Shed

Use Proper Procedure

Expert Investigators
can do the following:

A. Check730' Platform
Nitrogen Flow Valid Alarm:
Station 10 COTE & COTW.
Alarm will sound if either
Dwyer Guage <200 CFH

B. Check RRG04 to Verify Sample
Draw Pump is Operating &

02 Monitor Flow Rates are:
Sample = 50 SCFH

Air Flow = 12 SCFH

C. Verify Nitrogen
Supply is Normal
(Tank #32> 36 PSIG &
Tank #18 > 40 PSIG)

for Areain Alarm

If Accessin Progress, Activate
Coll. Hall Evacuate Alarm

if you can not hear it
(Behind RR02C)

b, 4

Shift Crew Can

Verify
COT Inerting E or W Flow
switchs on FIX display
Alarms Page

Verify Flam Gas Sensor Vaues
Readings on FIX Display
Low Alam >15%
High Alam >30%

Contact Operations
Manager & Experts

v

Reset Alarm Panel
Cryo Area
RRO1

v

Go to recovery Procedure

If Detector isin Collision
Hall, Notify MCR of Inerting
Alarm Condition (3721)




Emergency Response | iswesere
Procedures (ERPs) | *"**

CDF Severe Weather ALARM PROCEDURE

When Warning is Issued
Pause the Run
Turn off Detector High
Voltage using FIX Display

v

Take Emergency Pager

.

Proceed Immediately
to the Tornado
Shelter in Stairwell

v

When 'All Clear' is
Given Notify
People on the

Notification Call List
if Necessary

22



Emergency Response
Procedures (ERPS)

CDF Radiation Exposure

Receive Report of
Exposure

J

v

Advise the Detention of
Anyone Possibly Exposed

L 2

ISM & ERP
01/15/2002

Have MCR Disable Beam
to Areaif appropriate

Call 3131, Report Radiation
Exposure

v

If Possible Dispatch
a Person to Advise
Others to Keep Out

of the Area,

But do not enter area

v

Inform RSO and SSO of
the Exposure

v

Notify Personnel on the PPD/
Emergency Call List and CDF
Operations Manager

v

The RSO is
T.J. Sarlind
Ex 3299

The SSO is
Martha Heflin
3511

Document Pertinent Operations
Information for Exposure

Await instructions
from the
Division Head

23



Emergency Response
Procedures (ERPS)

CDF Spill Procedures

Spill of Detector
Cooling Fluid
Reported

v

Smadl quantities
(<55 Gdlons)
Can be absorbed
but must be disposed
of as specid waste.

For larger spills
cal 3131
See M SDS Sheets
Next Pages

v

Notify
Operations Manager
CDF spill plan is behind
MSDS Sheets

v

When'All Clear' is
Given Notify
People on the

Notification Cal List

ISM & ERP
01/15/2002
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Emergency Response
Procedures (ERPS)

Warning: Expertswith MX241
or COM26 Monitor and Escape
Pack should First Enter Pit
After ODH False Alarms

Recovery from
Flam. Gas Low Levd Alarm
CQOT Inert Monitor
VESDA Pre_Alarm

v

Contact CDF Operations
Manager to ldentify and

Authorize System Expertsto
Correct Problem, Restart
Shut Down Systems, and
Notify Call List Personnel

v

For Hammable Gas Low Leve
Alarm, CDF Operations
Manager May Authorize Gas
Tech to Repair Problem
asper CDF-313 asLong as
No Dua Function Gas
Monitors Signal Alarm

v

Record Actionsin Logbook

v

Resume Normal Operations

CDF RECOVERY

Recovery from False Alarms:
Fire Alarm
Flamm. Gas Alarm
ODH Alarm

v

ISM & ERP
01/15/2002

Recovery from Emergencies:
Fire Alarm

Flamm. GasHigh Leve Alarm
ODH Alarm

J

v

Contact CDF Operations
Manager to ldentify and

Authorize System Expertsto
Correct Problem, Restart
Shut Down Systems, and
Notify Call List Personnel

Contact CDF Operations
Manager to Identify and

Authorize System Expertsto
Correct Problem, Restart
Shut Down Systems, and
Notify Call List Personnel

v

Record Actions in Loghbook

v

v

Notify MCR that Alarm was
Fal_se

CDF Head Consults with Beams
And PPD Heads and Authorizes
Normal Operations

A 4

Record Actions in Loghook

v

Notify MCR of Incident
Termination and Resumption
of Norma Operations

Resume Norma Operations

v

Resume Normal Operations

25



. - Steve Hahn
‘ Detector Orientation Detector

01/15/2002

e Alphabet soup or acronym space?
> CDF acronym dictionary on ace help

page http://www-b0.fnal.gov:8000/ace2help/aceacronyms.html

> All of following pictures on link on
electronic logbook index page (front-end
Crate IOCationS) http://hahn.fnal.gov/decoder.html



Steve Hahn

Detector Orientation Detector

Orientation
01/15/2002

WEST CENTRAL ARCHES

(LOOKING EAST)

Crate: CAMT-U
Processor: hdccaldl
Resource: central_crate_o1

Cirate: CASHT-U
Processor: hdccaldz
Resnurce.: central_crate_o02

Crate: CAMT-L
Processor - hiccalid
Resource: central_crate_g¢

Crate: CASHT-L

Processor: hbdccaldd

Resource: central_crate_¢3
1

N<—

Crate: CAMME-U
Processor: hdccald?
Resource: central_crate_o7

Crate: CASHB-U
R Processor: hoccalod
Resource: central_crate_o4

e

Crate: CAMMB-L o - . Crate:  CASHE-L 2
Pr‘ncessm:': héccaloh NW ARCH SW ARCH Processor: hdccalds
Resource: central_crate_o6 [ —— [——

(LOOKING EAST) (LOOKING EAST) Resource: central crate 93



= = Steve Hahn
Detector Orientation Detector

01/15/2002

EAST CENTRAL ARCHES

(LOOKING WEST)

Crate: CASET-U
Processor: bhiccalld
Resource: central_crate_19¢

Crate: CAHET-U
Processor: hiccaldd
Hesuur‘cel: central_crate_o00

Crate: CASET-L Crate: CAHET-L

Frocessor: biccalll Frocessor: hiccaltd
Resource: central_crate_11 Resource: central_crate_ o8

| |
|
|
.

L

Crate: CAHEE-U

R Processor: hoccalls
Resource: central_crate_13

Crate: CASEE-U
Processor: hdccall2
Resource: central_crateflz

I 1
I 1
Crate: CRASEE-L L D | ek CAMEBR-L
Processor: hfccall3 Processor: hdccalld
. SE ARCH NE ARCH .
Resource: central_crate_13 (LODKING WEST) (LODKING WEST) Resource: central_crate_14
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bOcot03
bOcot04

COSWT
bOcot05

Owcal01

/1b0cot06

COSWwWB

V%LOWCMOZ
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Detector Orientation
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ACNET 1

‘ ACNET I

Kevin Burkett

Ace Training
January 16, 2002

® What is ACNET

® How to Start/Run ACNET
® Navigating in ACNET

® Plotting Data in ACNET

® Downtime Logger

Kevin Burkett Ace Training, 1/16/02




ACNET 2

What is ACNET?
ACcelerator NETwork

® Developed by Fermilab Controls group
® Monitor information throught accelerator

- beam currents
- luminosity

- losses

® Separate devices for Tevatron, Main Injector, experiments

Kevin Burkett Ace Training, 1/16/02



ACNET 3

Starting ACNET 3 Sets of 5 Windows

® ACNET runs on PC on West Side ® PA - Primary Applications Window
of Control Room - rack 2RR03G ]
® PA: Touch Panel

® GxSA - Secondary App. Window
® GxPA:1 - Graphics Window

® Should already be running

® Starts automatically after reboot

® If it crashes or is unresponsive @ GxPA:2 - Graphics Window
Start
— Programs 3 Groups - A, B, C
— Acnet Additional Utilities Window
— Cnsrun

Kevin Burkett Ace Training, 1/16/02




ACNET

Primary Application Window

Usually Starts with Index Page

E EXPERIMENT-RELATED FROGRAMS
1 UNUSED FARAM PAGE
2 UNUSED FARAM FPAGE
3 UNUSED FARAM FPAGE
CDF ALARMS MONITOR UNUSED FPARAM PAGE

ALARMS STARTER
ALARM ENABLE

CDF DOWNTIME LOG
EXAMINE DATABASE
DEVICE LIST I/O
E-Z WURITER
UNIGNORE ALARMS
13
UNUSED FARAM FAGE
UNUSED FARAM FAGE
16
MONITOR
ELECTRON COOL/NEF
ELECTRON COOL VAC
SV¥X LOSS MONITOR
EXFPORT MANAGER
22
SHOW UPDATE TIMES

Kevin Burkett

34

GAMMA HI YOLTAGES
UNUSED FPARAM FPAGE
UNUSED FARAM PAGE
UNUSED FARAM FPAGE
UNUSED FARAM FPAGE
UNUSED FPARAM PAGE

DO SMT
UNUSED
UNUSED

LOSS MON.
FARAM PAGE
FARAM FPAGE
UNUSED FARAM FPAGE
UNUSED FPARAM PAGE
FMU & RPOT PISA
E868 APEX FARAMS
E811 PARAMETERS
CSHX FISA SCINTILL
E864 MINIMAX

ES11 COMMANDER
E811 ALARM DOWNLD

51

55

57

61

* *4 *
SILICON-PARAMETERS
SVA TEST BARREL
CMP/CMX LV

VTH/CTC LVE&TEM

UNUSED FARAM PAGE
UNUSED FARAM PAGE
UNUSED FARAM FPAGE

FORWARD GAS FLOW

DZERO PARAMETERS
ELECTRON COOLTING
VTA PARAMETERS

B0 BACKGROUNDS
RADMON

MON STORE

CMP ,CMX ,CMU (PC1>
RPOT, FMU (PC2)
FHA ,PHA ,FEM,PEM P3
CTC (PC4)
CES,CCR,CPR (PC5)

Ace Training, 1/16/02




ACNET 5

Navigating In ACNET

® You will type wherever the cursor is

® Move cursor over character where you want to type
® Left Mouse Click is like “return”
® On index pages, either click on desired page number, or type in Top Left corner

® To return to index page, type letter of desired index page in Top Left corner
Many Index Pages

B - Booster

C - Collider

D - Diagnostic / Utility
E - Experimental

| - Main Injector

L - Linac/Preacc

P - PBar

R - Recycler

T - Tevatron

Kevin Burkett Ace Training, 1/16/02




ACNET 6

Some Useful Pages

® C65 Collider Luminosity

® D44 Lumberjack Plotter

® E8 Downtime Data Logger

® E11 E-Z Writer - Good for plotting
® E20 SVX Loss Monitor

® E48 Silicon Alarms/Aborts

® E64 Monitor Store

Kevin Burkett Ace Training, 1/16/02




ACNET

C65 LUMINOSITY/LOSS TOTALS SET D/A

—-<FTP>+ #SA¢ X-A/D X=TIME

COMMAND --—-- Eng-U I= ¢ I= ¢ r ©

—-¢ 1>+ One+ EV_DB F= 500 F= 100000 , 1000
C:BOFLOS BO Proton Losses

C:BOALOS BO Antiproton Losses

C:BOILUM BO Luminosity

C:BOTLUM BO Integrated Luminosity

C:BOLLUM BO Live Luminosity

C:BOTLIV BO Live Luminosity Total

C:BOC13 Tight Min Bias Trigppger

T:STORE Fresent Store Number b6/

IDGFLTL AND DOFZTL ARE EQUIVALENT {(MDC 4/25/013

ﬁﬁﬂﬁ

-C:
:FBIANG

Kevin Burkett

:DOFLTL
:DOFZTL
:DOPHTL
:DOAHTL

FBIPNG

DG total Fast 2 Lum O 0
DG total Fast 2 Lum O O
D& total prot bunch 282 .141
DO total pbar bunch 063 .b63
TFBEI Prot NaroGate Inten 0
TFBI FPbar NaroGate Inten O

Y=C:BOSOLI, T:-ERING

O
2000

=0 RN O 0 - B

-141
.063

A/D Com-U $COPIES®
,C:B0Q5

, T: IBEAMS
, 0
, 100

Hz
Hz
E30
nb-1
E3O
nb-1
Hz

E3O
E30
Hz
Hz

1E(S
1E(S

Ace Training, 1/16/02



ACNET 8

E11 E-Z Hriter #FPom_Toolse
®#S5A* X-A/D K=TIME Y=C:BOILUM,C:BOLLUM,C:BOTLUM ,C:BOTLTIV
-———— Eng-U 1I= O I= a ¢ 50 , O
One+ EV_DB F= 300 F= 5 , 5 ., 300, 300

mr loss tev loss TEY LUM cmMuo SVX
up douwn strange charm bottom
e nue My numu tau
TIME Y=C:BOILUM,C:BOLLUM,C:BOTLUM ,C:BOTLIY
{} I: {} r {} r 5':' r {}
300 F= 5 . 5 . 300, 300
TIME Y=C:LOSTP ,T:ERING ,C:B0Q5 ,T:IBEAMS
{} I: {} r {} r {} r {}
300 F= 100000, 1000 , 2000 , 100
TIME Y=T:IBEAMS ,C:BOILUM,C:BOQS ,T:ERING
{} I: 0 r 0 r 0 r 0
300 F= 50, 2 , 2000 1000
Messages

Kevin Burkett Ace Training, 1/16/02



ACNET 9

Important quantities to Monitor/Plot in ACNET

® C:BOPLOS, C:LOSTP - BO proton losses

® C:BOALOS, C:LOSTPB- B0 anti-proton losses
® C:BOILUM - BO instantaneous luminosity

® C:BOLLUM - Live instantaneous luminosity

® C:BOTLUM - Integrated luminosity

® C:BOTLIV - Live integrated luminosity

® C:B0Q5 - Current in B0 quads

® T:ERING - Tevatron energy

® E:SVRAD(0-3)

® E:SVBLA(0,1), SVBLB(0,1)

Kevin Burkett Ace Training, 1/16/02




ACNET 10

Plotting Data

Two ways to plot:

® Real-time plots

- Fast-time plotter
- Accessible from E-Z Writer
- Accessible from top left corner of most pages

® Plots of stored data

- Lumberjack data logger
- Plot from page D44
- Devices listed on page D43

-X = Time, Y = Device

Kevin Burkett Ace Training, 1/16/02




ACNET 11

E11 E-Z Hriter #FPom_Toolse
#*SA+ HX-A/D X=TIME ¥Y=E:SVRADO ,E:SVYRAD1 ,E:SVYRAD2 ,E : SYRAD3
-——— Eng-U 1I= O 1= o, 0.0, o, O
One+ EV_DB F= 200 F= 5, 5, 5, L

mr loss tev loss tev lum CMUO SVH
up douwn strange charm bottom
e nue Mmu numMuU tau
TIME ¥Y=E : S¥RAD¢ ,E : SYRAD1 ,E : SVRAD2 ,E - SYRAD3
O I= O, 0.0, O, O
300 F= 5, 5, 9, =
TIME Y=E:SVBLA1,E:SVBLAZ2,E:SVYBLB1 ,E:SVYBLB2
) I= O r O I O r O
(514 F= .01 r 201 r -01 r =01
TIME Y=T:BOLMV1,T:BOLMVZ,T:BOLMAA
O I= 1.5 r 1.5 . 45000 .
514 F= 2.5 r 2.5 ¢ 55000 '
Messages

Kevin Burkett Ace Training, 1/16/02



ACNET 12

'H

=

S

OHCE + ehgineering units

Kevin Burkett Ace Training, 1/16/02




ACNET

13

D44

HK=TIME

T1=
*Skipe
$*Tracesd
+5Symbole

Data

Mon 02-JUL-2001 00:00

Source $CDF

Lumber jack Datalogger
Flot Title

$Stope® SPause¢ SFom_Toolse

= #5hift Summary Luminosity *
¥Y=C:BOILUM (C:BOLLUM (C:BOTLIV
I= 0 r O r O
F= 250 r 150 r 250

.CDF .CDF .CDF
NONE NONE NONE
10082 10082 10082
10082 10082 10082
Y= r r
I= 0 r O 10
F= 5000 r 1 r 10
.CDF .Ctrls .Ctrls
NONE NONE NONE

*¥ Divs 12
+Y Divs 10¢
$0verurited

{(Chs4b e

T2= Mon 09-JUL-2001 {$0:00

¢+Interpolations
*Freviouse *hlexte
#Recalle *Saved

#List Datae+ +Copye

$Export DatatsebEnable##Calc Fointse

,C:BOTLUM

, 0

, 7000

.CDF

NONE
10931
10931

10
s 10
-Mau
NONE

r

r

r

+GxPEZ2¢ #Units+ eStatuse

Read
Plotted

Read
Plotted

$Thce T2 Nowe ¢Intervale

*Integratee
*Averaged
+StdDeve

#Editore
*Folcde
+_.JS5canJob+

+Fit Equations+

+Min/Maxe

#A1l]l Device FPloteList = & 3¢
Messages
CNS 246, node=48, record # 32 - saved
CNS 246, node=48, record # 31 - recalled
CNS 246, node=48, - console restored

1:3 of 5

Kevin Burkett

Ace Training, 1/16/02



ACNET 14

CrEALLUM
.COF EZA

Na Pa 0o oo

:.-_1_.:..

Ty o o

|

it
i

N
L o Rk

Kevin Burkett Ace Training, 1/16/02




ACNET

End of Shift Summary

Want summary of luminaosity, svx rads in e-log

® Should have lumberjack plots already formatted

® Use RECALL to bring up saved format
® Save file to disk (save as gif)

- Use utilities window
- Save to gif
- Save in [PIC.CAPTURE.CDF]

® Import to e-log

Utilities *FTP+ * 5P+ *COPIES+

*Error Help< >

*¥Stop Program = ol #¥Shutdown Console
GIF File
ies CNS246_16Mar0l_1045_2d6, gif

¥iew Log
#Clean-up Windows
GIF ¥Mo Remote Redirect
¥ Draw  *PASSA Timeout

Kevin Burkett

15
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ACNET 16

Downtime Data Logger

Page E8
® \When data-taking stops for more than ~2 minutes, an entry
is generated automatically

® Shift crew must edit to categorize downtime

- HV

- DAQ

- Trigger
- Level3
- etc, etc

® Allows for downtime accounting later

Kevin Burkett Ace Training, 1/16/02




ACNET

17

CDF Downtime Logger - page E8

ES Downtime Log Entry And Edit
#Command® #Auto Entry+ #Statisticse

—<28-0CT-2001>+

*Pgm_Tools+

#Manager Functions+

28-0CT-01 08:48:19

—¢#Maile Down Time Log *Findd———
From 30-SEP-2001 12:06 To 07-0CT-2001 01:15 8]
D Up System Mode Description of Problem
06-0CT-2001 Saturday
0527 0531 TEVSTUD H flying wire
0558 0613 TRIGLYLZ2 H 12 studies
0614 0623 TRIGLYLZ2 H 12 studies
0627 0632 TEVSTUD H flying wire
0647 0656 TRIGLYLZ2 H 12 studies
0659 0703 TRIGLYL2 H 12 studies
0705 0715 NOCATEG H bésvx07 gave BTO
0727 0731 TEVSTUD H flying wire
1247 1251 TEYSTUD H flying wire
2255 2305 SCRAPERS H scraping
2307 2311 SCRAPERS H scraping
2347 2352 TEVSTUD H flying wire
G7-0CT-2001 Sunday
0035 0039 DAQDTHR H busy timeout
0048 0053 TEVSTUD H flying wire
0058 0102 COT HY H COT trip in SL7
EE0115 145 FEVME H fib03 problem followed by CHMP HY setting change N
90:106 of 106 +-
Messages

Kevin Burkett

Ace Training, 1/16/02




ACNET

18

Click AUTO ENTRY to bring up pending entries

ES Downtime Log Entry And Edit

#Command® #Auto Entry+ #Statisticse *Flote

—<28-0CT-2001>+

*Pgm_Tools+

#Manager Functions+

28-0CT-01 08:48:46

—¢#Maile Down Time Log *Findd———
From 30-SEP-2001 12:06 To 07-0CT-2001 01:15 8]
D Up System Mode Description of Problem
06-0CT-2001 Saturday
0527 0531 TEVSTUD H flying wire
0558 0613 TRIGLYLZ2 H 12 studies
0614 0623 TRIGLYLZ2 H 12 studies
0627 0632 TEVSTUD H flying wire
0647 0656 TRIGLYLZ2 H 12 studies
0659 0703 TRIGLYL Recorded DT
0705 0715 NOCATEG *rclcle #Decleted +0uite
0727 0731 TEVSTUD Down Time Up Time
1247 1251 TEVSTUD |11-0CT-2001 09:14 11-0CT-2001 10:10
2255 2305 SCRAPER
2307 2311 SCRAPERS H scraping
2347 2352 TEVSTUD H flying wire
G7-0CT-2001 Sunday
0035 0039 DAQDTHR H busy timeout
0048 0053 TEVSTUD H flying wire
0058 0102 COT HY H COT trip in SL7
EE0115 145 FEVME H fib03 problem followed by CHMP HY setting change N
90:106 of 106 +-
Messages

Kevin Burkett

Ace Training, 1/16/02




ACNET

19

Click ADD and then choose an entry from the

ES Downtime Log Entry And Edit
#Command® #Auto Entry+ #Statisticse

list

*Pgm_Tools+

*Flote #Manager Functions+

La P LENRR o

—#Saved—eNows—FPend®e—— New Entry
down:11-0CT-2001 0914  up:11-0CT-2001 1010 Downtirme <[ENBENEN> ¢Narne Helpe|6
p
D Up System Mode Description of Problem
06-0CT-2001 Saturday
0527 0531 TEVSTUD H flying wire
0558 0613 TRIGLVYL2 H 12 studies
0614 0623 TRIGLVL2 H 12 studies
0627 0632 TEVSTUD H flying wire
0647 0656 TRIGLVL2 H 12 studies
0659 0703 TRIGLVLZ2 H 12 studies
0705 0715 NOCATEG H bisvx07 gave BTO
0727 0731 TEVSTUD H flying wire
1247 1251 TEVSTUD H flying wire
2255 2305 SCRAPERS H scraping
2307 2311 SCRAPERS H scraping
2347 2352 TEVSTUD H flying wire
07-0CT-2001 Sunday
0035 0039 DAQDTHR H busy timeout
0048 0053 TEVSTUD H flying wire
0058 0102 COT HY H COT trip in SL7
EE0115 145 FEVME H fib03 problem followed by CHMP HY setting change N
90:106 of 106 +-
Messages

Kevin Burkett

Ace Training, 1/16/02
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20

Click NAME HELP to get a list of major categories
Click on category to get a list of sub-categories

ES Downtime Log Entry And Edit

#Command® #Auto Entry+ #Statisticse *Flote

*Pgm_Tools+
#Manager Functions+

—#Saved—eNows—FPend®e—— New Entry

down:11-0CT-2001 (914 up:11-0CT-20¢01 1010 Downtime <

$0uite
>#Name_Helpe |6

D Up

0558 061
0614 062
0627 063
0647 065
0659 07¢
0705 071
o727 073
1247 125
2265 23¢
2307 231
2347 235
¢7-0CT-200
0035 003

06-0CT-2001
0527 0531 TEVSTUD H flying wire

System Mode

Description of Problem

Saturday

ACCELERATOR
DATA ACQUISITION
GAS PROBLEMS
HIGH VOLTAGE

MAGNETS
OFERATION
TRIGGER

CALIBRATION
MISCELLANEOUS

COMMENTS
TESTS

Fick a group please...

0048 0053 TEVSTUD H flying wire
0058 0102 COT HV
B¥0115 0145 FEVME

H COT trip in SL7
H fib03 problem followed by CHMP HY setting change

90:106 of 106

P

Messages

Kevin Burkett
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ACNET 21

Possible categories under ACCELERATOR
Click on one to copy it to DOWNTIME field

ES Downtime Log Entry And Edit *Pgm_Tools+
#Command® #Auto Entry+ #Statisticse *Flote #Manager Functions+
——¢Savet—¢Nouwd —Pend$———— New Entry *0Lite
down:11-0CT-2001 0914 up:11-0CT-2001 1010 Downtime < >#Name_Helpe|6
8]
D Up System Mode Description of Problem
06-0CT-2001 Saturday
0527 0531 TEVSTUD H flying wire
0558 061 Fick a group please...

RSP IACCELERATOR

0627 063 |DATA ACQUISITION

06 ACCEL

06 |MRLOSS main ring losses

07| TEVLOSS tevatron losses

07 |SCRAPERS waiting for stable beam

12| TEVSTUD Tewvatron Studies

22

2307 231 |MISCELLANEOUS

2347 235 |COMMENTS
¢7-0CT-20¢ | TESTS

0035 003

0048 0063 TEVSTUD H flying wire

00b8 0102 COT HY H COT trip in SL7

EE0115 145 FEVME H fib03 problem followed by CHMP HY setting change N
90:106 of 106 +-
Messages
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ACNET
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Possible categories under HV
Click on one to copy it to DOWNTIME field

ES Downtime Log Entry And Edit
#Command® #Auto Entry+ #Statisticse *Flote
—$5a HY

*Pgm_Tools+
#Manager Functions+

dow|FEM HY plug e-m high voltage
FHA HY plug hadron high voltage
FEM HY forward e-m high voltage
Dn|FHA HY forward hadron high wvoltage
06-0|CES HY central strip high voltage
05 |V¥TPC HY wvertex TPC high voltage
05 | CMU HY central muon high voltage
06 |CDT HY central drift tubes high wvoltage
06 |COT HY central tracking chamber high woltage
06 |FTC HY forward tracking chamber high woltage
06 | IMU HY forward muon high wvoltage
O7|ALL HY turn on/off HY
07 |SVK HY silicon vertex detector voltage
12| CPR HY central prevadiator high wvoltage
22 |CMX HY muon extension high woltage
23 |CMP HY central muon upgrade high voltage
23 |HYCNTRL HY control problems
G7-0|CCAL HY Central cal HY
0O |PCAL HY FPlug cal HY
00 [BMU HY Barrel muon HY
00 |ISL HY Intermediate silicon HY
EEOl CLC HY Luminosity counter HY
BESC HY Beam shower counter HY
— | TOF HY Time-of-flight HV

T4
pe |6

—'p

Kevin Burkett
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ACNET
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Type in comment and then click SAVE to commit new entry

ES Downtime Log Entry And Edit
#Command® #Auto Entry+ #Statisticse

*Pgm_Tools+

*Flote #Manager Functions+

La P LENRR o

—#Saved—eNows—FPend®e—— New Entry
down:11-0CT-2001 0914 up:11-0CT-2001 1010 Downtime <COT HY >#Name_Help+®|6
type the comment explaining the downtime here -
8]
D Up System Mode Description of Problem
06-0CT-2001 Saturday
0527 0531 TEVSTUD H flying wire
0558 0613 TRIGLYLZ2 H 12 studies
0614 0623 TRIGLYLZ2 H 12 studies
0627 0632 TEVSTUD H flying wire
0647 0656 TRIGLYLZ2 H 12 studies
0659 0703 TRIGLYL2 H 12 studies
0705 0715 NOCATEG H bésvx07 gave BTO
0727 0731 TEVSTUD H flying wire
1247 1251 TEYSTUD H flying wire
2255 2305 SCRAPERS H scraping
2307 2311 SCRAPERS H scraping
2347 2352 TEVSTUD H flying wire
G7-0CT-2001 Sunday
0035 0039 DAQDTHR H busy timeout
0048 0053 TEVSTUD H flying wire
0058 0102 COT HY H COT trip in SL7
EE0115 145 FEVME H fib03 problem followed by CHMP HY setting change N
90:106 of 106 +-
Messages

Kevin Burkett
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ACNET
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When a new store goes in, enter STORE COMMENT
Not an auto entry, so use Add Entry

ES Downtime Log Entry And Edit

#Command® #Auto Entry+ #Statisticse *Flote

*Pgm_Tools+
#Manager Functions+

Savet—¢Nowed—#FPendd— New Entry

down:15-JAN-2002 1619 WeB=cld-mmm—yyyy hhnm Downtime <

$+Quit
>#Name_Helpe|1l

D Up System Mode Description of Problem
14-JAN-2002 Monday
2214 2217 CMU HY H PENDING
EEEEEE 225 Fick a group please...
2341 234 ACCELERATOR

2346 235 |DATA ACQUISITION

P

15-J COMMENTS
00 | STORE Store info. down = time at low beta. up = end store
0 STORCOM Store comments.
GO |STRSHFT Start shift; crew list
C1|ENDSHFT End shift; Cooplump, CDFlump, downtime, beamtime
EEGE NOTES notes for record
03
0341 O35 | [mulylul=INEs;
0424 042
0442 045
0501 0505 HYCNTRL H cmp cmx trip
0505 0511 HYCNTRL H cmx trip
EEOBiS 0633 HYCNTREL H cmp cmx trip

89:105 of 105
Messages

Kevin Burkett

+

Ace Training, 1/16/02




ACNET

DOWN time is when scraping complete - fill UP time at end of store
Comment should include store # and initial luminosity

ES Downtime Log Entry And Edit *Pgm_Tools+
#Command® #Auto Entry+ #Statisticse *Flote #Manager Functions+
Save¢—#Nouwd—#Pend®¢———— New Entry *0uit
down:15-JAN-2002 1619 WeB=cld-mmm—yyyy hhnm Downtime <{STORE >$Name_Helpe |1
Store 999 - initial lum 1.5E31 I -

8]
D Up System Mode Description of Problem

14-JAN-2002 Monday
2214 2217 CHMU HY H PENDING
2222 2265 NOCATEG H
2341 2345 CHMU HY H
2346 2356 TRIGLYLZ H L2 Done timeout
15-JAN-2002 Tuesday
0012 0018 HVCNTRL cmp,cmx trip
0025 0029 HVCNTRL CMX,; CHMP trips
0031 0050 HVYCNTRL CHMX, CHP trips due to high losses
01063 0120 STARTUP starting new run
EEOES? 0259 STARTUP starting new run in order to include muon
0319 0330 HVYCNTRL CMP CMX trip
0341 0351 STARTUP starting new run in order to include silicon
¢424 0429 HYCNTRL cmx cmp trip
¢442 0452 STARTUP new run startup
0501 0505 HVYCNTRL cmp cmx trip
0505 0511 HVYCNTRL cmx trip
EEOBiS 0633 HVYCNTRL cmp cmx trip n
89:105 of 105
Messages

I I I IIIIIIIIIT

+
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ACNET 26

More Documentation

® \Web Tutorials by John Yoh, et al.
- www-b0.fnal.gov:8000/acnet /acnet.html

- 4 different tutorials here plus 3 other useful links
® Aces’ Shift ACNET Plots

- www-b0.fnal.gov:8000/acnetplots/acnet.html -
® Accelerator Division Web Pages

- www-bd.fnal.gov/acnet/

- Information about all acnet pages

® Ask the operations manager

Kevin Burkett Ace Training, 1/16/02




Shof Setup

Jay R. Dittmann

CDF Ace Training
March 27, 2002



Beamspeak:

e Store — period during which a steady
particle beam Is present in the Tevatron

— usually means both protons and antiprotons
are present

— are numbered sequentially
— can last from minutes to hours to days
— can sometimes end abruptly

Shot Setup CDF Ace Training, 3/27/2002 J. Dittmann



Beamspeak:

(continued)

e Shot — the injection of antiprotons from
the Accumulator into the Main Injector and
on into the Tevatron in preparation for
colliding beams operation

e Shot Setup — the sequence of events
leading to antiproton shots

Shot Setup CDF Ace Training, 3/27/2002 J. Dittmann



The Fermilab Accelerator Chain

* Coalesced protons
Coalesced antiprotons

MI-20

MI-30

MI1-32

il&
M ai n arget i \

Injector

Tevatron

MI-40

Abort Dump

MI-50

Shot Setup CDF Ace Training, 3/27/2002 J. Dittmann



Shot Setup at CDF — Qverview

At the end of the previous store:

e finish the data-taking run

e before previous store is dumped,
ramp down HV (allow 5 minutes)

The Main Control Room (MCR) should
notify CDF in advance of planned
beam dumps.

Shot Setup CDF Ace Training, 3/27/2002 J. Dittmann



Shot Setup at CDF — Qverview

Between one store and the next:
e Assume sufficient pbars to shoot again
e Time between shots:

— currently 2-3 hours (on a good day)

— Beams Division aims to reduce the
time to 1 hour

e Calibrations (Quiet Time?)

Shot Setup CDF Ace Training, 3/27/2002 J. Dittmann



Shot Setup at CDF — Qverview

Beginning the next store:

e Protons are injected first, then pbars
e Accelerate beams to 980 GeV

e Cogging

e Low Beta Squeeze

e Scraping

Once losses are low and the beam is stable, Ramp HV and
begin taking data.

Shot Setup CDF Ace Training, 3/27/2002 J. Dittmann



Shot Setup at CDF — More detalil

e /njection— the process of transferring protons
or antiprotons from the Main Injector to the
Tevatron (4 bunches at a time)

e Ramping — the magnetic fields of the magnets
are increased simultaneously, boosting
proton/pbar energies from 150 GeV to 980 GeV
(“flattop”)

Shot Setup CDF Ace Training, 3/27/2002 J. Dittmann



Shot Setup at CDF — More detalil

e Cogging —the process of spacing bunches of protons or pbars in the
Tevatron so that they will collide at the proper points in the ring

e Low beta squeeze — after injecting protons and pbars into the
Tevatron, a special set of quadrupoles (“low beta quads™) are turned
on at BO to reduce the size of the beam and increase luminosity

e Scraping— using collimators to remove the beam “halo” and reduce
losses

MCR will notify CDF when scraping is complete!

Shot Setup CDF Ace Training, 3/27/2002 J. Dittmann



Shot Setup — What to watch in ACNET

A shot is going In...

e C:BOPLOS - BO proton losses from BSC (Hz)

e C:BOALOS - BO antiproton losses from BSC (Hz)

e C:.LOSTP - Proton losses — fast response (Hz)

e C.LOSTPB - Antiproton losses — fast response (Hz)

e C:BOILUM — BO delivered instantaneous luminosity (E30 cm™ s)
e (C:BOQ5 - Current in BO low beta quads (amps)

T: ERING — Tevatron energy (GeV)

T. IBEAM — Tevatron beam current (E12)

E: SVRAD(0-3) — SVX integrated radiation dose (rad)

 E: SVBLA(O,l), SVBLB(0,l) — SVX rad instantaneous rates (rad/s)
During store, also monitor...

e C:BOILUM - BO delivered instantaneous luminosity (E30 cm™ s)

e C:BOLLUM - BO live instantaneous luminosity (E30 cm™ s)
e C:BOTLUM - integrated delivered luminosity (nb™)
e C:BOTLIV —integrated live luminosity (nb)

Shot Setup CDF Ace Training, 3/27/2002 J. Dittmann 10



Example: Shot setup on April 1, 2001 — proton only

C:BOPLOS
C:BOALOS

C:B0Q5

Use ACNET /

page E11
(E-Z Writer)
to create

Shot Setup CDF Ace Training, 3/27/2002 J. Dittmann 11



Example: Shot setup on July 7, 2001 (Evening shift)
(TeV store 567)

B Jusic [ o snn | rov ] o | taes | camens | searcn | acarapn
I e e

@ Sar ul 7 18:25:41
Protons 1n TeW. First set of phars in

- Tom LeCompte

@ Sat Jul 7 182635
Pl alarm from 2RR30C 2. They are working on the this crate, so I don’t worry. Howewer, whilst tndng to look at the PSM pages I gets lots of I[FLX errors and

then IFTX kills itzelf. [ restart it following the instmctons in the white folder.

Cince IFTX 1z restarted I try to look af the P3M pages agam. [ can see them, bot T sl get TFLX errors. - Victona

@ Sar Jul 7 18:29 54 The COT was OFF, now it’s in low standby.
Mlike has put the TOF on. - Victona

@ Sar Jul 7 18:5435 Protons and phars in at 150 GeV. - TIL

@ Far Jul 7 18:56.07 TeV at 980 GeV, - TIL

@ Zar Jul 7190340

Wew trigger table test wathout bear:

= Physics 0 00[2,158] tested i run 119607 (2k evts) looks ok

= Physics T 0 00[1,159] tested inron 119608 (1k evts) looks ok

= Physics D 0 00[5.160] tested m o 119609 {1k events) looks ok

All those tests ended to be useless as Farrokh found out that from the guilty

parties that they didn’t gave o the right set of corrections. Have to do it all again!
- Anyes

—— et Sl 720 ZEAZ comment by, Anyes ——

Farmkh has disable those tables since there are nseless. Will need to restart BC.

@ Sar Jul 7 190325 Squeeze completed. Phar losses ~20 KHz, Plosses ~15 kHz, - TIL

Shot Setup CDF Ace Training, 3/27/2002 J. Dittmann
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Example: Shot setup on July 7, 2001 (Evening shift)
(TeV store 567)

Sat @7-JUL-2881 23:54:5

C:BOILUM [

.COF EZA I,

C:BOLLUM [

.COF Ez@ &

C:EBATLIY
Ctrls nb-1 5

C:BOTLUM P

.COF nk-1

Use ACNET /

page E11
(E-Z Writer) : | .. /|
to create E 1&:@0: I-1I-1- 18 I-1I-1 I-1I-1 R cHrEE: I-1-I-1 ) ;_';_':I-1-I-1 _I-1-I-1

Tl = Sat Jul 7 16:@8@:808 28&1 T2 = Sun Jul 2 BBIBE:E0 ZAB81

HE: B8 86

Shot Setup CDF Ace Training, 3/27/2002 J. Dittmann 13



Example: Shot setup on July 7, 2001 (Evening shift)
(TeV store 567)

Sat BF2-JUL-2881 23:53:52

C:BOPLOS pgEzES
C:BOALOS

C:LOSTPB

gaaa
SEEaE

4888
4EE8A

Use ACNET 4060
page E11
(E-Z Writer)
to create

2@: 38060 21:368: 060 22:368:00 2313806

Sat Jul 7 15:3@:88 2881 2 = Sun Jul 8 BR:E6E:88 fO@1

Shot Setup CDF Ace Training, 3/27/2002 J. Dittmann 14



Shot Setup — What to watch in ACNET
To measure losses for the silicon detectors:

E: SVBLAL — west inner BLM instantaneous loss rate (rad/s)
E: SVBLA2 — west outer BLM instantaneous loss rate (rad/s)
E: SVBLBI - east inner BLM instantaneous loss rate (rad/s)
E: SVBLB2 - east outer BLM instantaneous loss rate (rad/s)

E: SVRADO - west inner BLM integrated dose (rad)
E: SVRAD! — west outer BLM integrated dose (rad)
E: SVRAD2 - east inner BLM integrated dose (rad)
E: SVRAD3 — east outer BLM integrated dose (rad)

Shot Setup CDF Ace Training, 3/27/2002 J. Dittmann 15



Example: Shot setup on July 7, 2001 (Evening shift)
(TeV store 567)

Sun BE-JUL-2881 B9:21:242

E'j ‘:3 \jJF;—"—X—)J) I.EE::E:EE:MIEIIE:MI:E: ;

'RADZ =
EADS

.CIF

Use ACNET

( ) : = 1
h m& | 12:868: 60 14:868: 006 1618806 12:08: 684 @I EE: EA ERiEE: EE
B Tl = Sat Jul 7 12:88:80 Z@41 T2 = Sat Jul 7 Z22:88:00 Z@4@l

Shot Setup CDF Ace Training, 3/27/2002 J. Dittmann 16



ACNET page E20 allows you to monitor the current
values of the instantaneous and integrated dose
rates.

SV¥X Rad Scaler Readout *Fom_Toolse

#Global Reset #Plot FIFO
#Select Display Options
#Display Logped Data
Fifos Recording

Rate (R/s) Sum {(Rads)
L Inner L0378
W Outer O
E Inner 4.192
E Outer 3.189

Messapes
Helcome to the SVX Loss Monitor Page

Shot Setup CDF Ace Training, 3/27/2002 J. Dittmann 17



SVX rad totals should be recorded for every shot!

@ Sup Jul 8 09:30:45

& XK rad totals during scraping
of store 567 SVEADQD=1 67
rads SWVEAD1 =044 rads
SVERADZ=4 29 rads

3w RADZ=5 55 rads This plot
should be made and saved in the
e-log for every shot.

- Dong & Lue

It is important to have these plots up to watch
rates during ramping, squeezing, and scraping.

Shot Setup CDF Ace Training, 3/27/2002 J. Dittmann
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Example: TeV store 567 on July 8, 2001 (Owl shift)

un BE-J0L-2681 87:d45:

c:eoiLum BB
] . COF Ez@ 2
c:BoLLum [
n .COF  E38 &
3
[ =Ja-]

C:E@TLIV
Ctrls nk-1 5

C:BOTLUM [E

.CDF nk-1 =

Use ACNET II "‘.IIII . ‘
page E11 e l

(E-Z Writer) e Ll AL 311
to create T Tt = sun Jul s po:peioe 2001

Shot Setup CDF Ace Training, 3/27/2002 J. Dittmann 19



Shot Setup — What to remember

e Use ACNET to follow the progress of Shot Setup
e For each shot, record:
v' The times of various milestones:
= proton/antiproton injection complete
= ramping to flattop
= cogging, low beta squeeze
= scraping complete
v The loss rates before and after scraping (plot)
v Initial instantaneous luminosity
v Integrated delivered / live luminosity per shift (plot)
v SVX rad totals (plot)

Shot Setup CDF Ace Training, 3/27/2002 J. Dittmann 20



Monitoring and Controls (MCS)

Dave Ambrose
Ace Training
March 27, 2002

e information resources
e control room layout

1FIX overview

basic ¢+F'IX operation

e monitoring shift responsibilities

wramm




MCS: Information Resources

e Monitoring section of “Ace Page”

Metscape: ACE Information

File Edit %iew Go Communicator Help
' »».iv Bookmarks \& Location: [http: /Ammr-b0. fral. gov: 8000/ acefhelp /acehelp. htnl ,.f|
L Al
Monitoring

_ﬂf Accelerator Metwvork (ACHET)

!

T
o8

(=

@ Nonitoring Contrals System :%. Ilonitoring the Silicon Detectors

I it a bird? I= it & plane? =

Idonitonng Ace Knowldege 6, e Tl

bdonitoring Aces hdust Read

befnon High Woltage -

| i gk Jeh @@ Ea) 2

e “Monitoring Ace Knowledge”

— needs updating badly, but...
— contains links to CDF Run I/IT Safety Procedures
— lists current system problems

— summarizes monitoring shift responsibilities, things to
look out for (alarms, status boards, etc.)

— describes VESDA and FIRUS systems

— gives allowed values or ranges of important parameters
in the system ¢FIX pages



MCS: Information Resources

(continued)

“Monitoring and Control Systems” documentation page

— links to MCS homepage and tutorials

— online displays of «FIX pages

— documentation for each detector sub-system, including;:
% tutorials
x shift instructions

% recovery procedures

Documentation and Reco

File Edit Wiew Go  Communicator

Help
Back Forward  Reload Haome Search  Metscape Print Security Shop b o
"~ Bookmarks & Location: [ﬂ1ttp:!!mm—blj. fnal. gov:8000/mes /mondac. html ,'|

COF iAx Siow Confrols (MCS) ACNET —Beam Liifities + Safely DAL, Misc
Ce

onitoring
structions to Shift

hnt Setup ~RadMon
: Becovery Procedure

{ Access Security

Legend : READY |, Preliminary , Mot vet avaiahie

In case of problems with systems that do not wet have recovery procedure available, Please click here for Expert call-in phon
lists .

coar Fy MUONS - HU CES-COA— CPR CEM, C/l-l’HA GAM m«fmr :
structions to Shift ~ latruction to Shit ~~ iTutorial
i Trip Hecovery Instructions to Shift
Recovery Procedure

Instructions to Shift

De3|gn Notes a

SVXISLIO0 CEX CSF FOF PEM-FHA- PSH XXx
R i
BRadiation Mon

Cooling Mon
Bias Voltage

Section on the \altbdan
pace for FSM trips.

. Tu i
hat items Instructions o Shift
Ltter infa

Hecovery Procedine

= |

i % 9P B N2




MCS: Control Room (West)
2RROSF 2RR03G 2RRO3H 2RROST
VNODEI1 ACNET VNODE2 COT HV
(upper) (upper) (upper) DISPLAY
VNODEI1 ACNET VNODE2 SIL PS
(lower) (lower) (lower) GUI

e VNODEL: (¢FIX node)
— for global summary pages, voice alarms
o ACNET: (ACcelerator NET)
— accelerator monitoring (beam current, luminosity, losses)
e VNODE2: (¢FIX node)
— for general monitoring use
e COT HV DISPLAY: (read only)

— displays HV /current for 25 wires of superlayer
— “Trip Log” records ramping and SL/wire info of trips

e SIL PS GUI: (expert only)

— Silicon power supply monitoring/control



MCS: Control Room (South)

2RR08C 2RR0O7B 2RR06B 2RR05B 2RR04B
VESDA CAMERA SOLENOID

(alarm) MONITORS DUMP

FIRUS PELCO SOLENOID2 TV SILICON
(alarm) CONTROL (iFIX ) MONITOR, CRASH

e VESDA: (collision hall smoke detector)

— may show 0.1-0.2 during accesses

— 0.4/0.7 generates FIRUS TROUBLE/EMERGENCY
e FIRUS: (fire alarm system display)

— TROUBLE warns of pre-alarm condition
— EMERGENCY describes real alarm, follow ERP

e SOLENOID CRASH:

— indicators, crash buttons for slow/fast dump
e SOLENOID2: (iFIX node)

— dedicated node for magnet control/monitoring

e SILICON CRASH:

— cooling (expert only) and rack power crash buttons




MCS: FIX Overview

e ;['IX (Fully Integrated Control System, by “Intellution”):

— allows PC to control /monitor equipment with GUI’s
— CDF system uses 15 nodes (PC’s), including:

* VNODE1 - summary pages
« VNODE2 - general use

* SOLENOID2 - magnet monitoring

e F'IX allows people on shift to:

— monitor detector and support systems

— perform basic (non-expert) control during data taking

— alert experts when exceptions occur

e example ¢FIX page (from CRYO MENU):

DEWZ. GRF !EIE
PNl
3-71?3%31&'1 51 < PW{DSC " : 20 % SERVER:ON |
— LIN2 supply Ununu'_iﬁ_ PYNS S . D RIVE
- 7 %
| TSCLRLN 110 K _FIMF == \ B CDF
| 216GISy) RSCLR P&
RDEWIN P | HECIOM DEWAR]  RpENOUT " 02 K
LQ. from WEJT ERIS €0 K DE“IARS
- 300 K RLEADA
e ROEWSH PDEW B = 298 K RLEADE REOBCNT C
158 K 7.1 PSIG 48 K
i T ST S L HELIUM CONTROL DEWVAR RMAggUJ_PK
Dewar 88 PsiG HKGEOVSP o Control Dewar —_—
4| LLDEWY 11 ﬁ
SOLENOID
RTLINEOUT 56.0 % S
55 K~ 1400 L 45 K EES
TO HEX - LLCDEW ~ 58.2 %
RETURM
EVCP DEWAR HEATER
ﬁe? % 00 WATTS -PAME 85 %
PCOEW A RSCLROUT 46 K
PYOR . EEEVLF; Pcs[igw Bps\ WATT CAN PSCR 71 P
B i 0.00099 TORR
0 %B 050 G,S" S WATT CAN MES
GAS He RETURN FLOW
FLEADB * PVLEE CIUENOH (HECOERT NET LIGUEFACTION
o 050 GIS 43 o AUTO =110 LiHr
ﬁ RCLNG P A ] Ready for quench
CLOSED 298 K
TO OUTSIDE VENT c . . . Solenoid
yo Menu Compressor Refrigerator Lead Flows Solenoid Overview Cooldown




MCS: :FIX Overview

(continued)

e ['IX pages have web-like structure of sub-menus and pages
all pointing to MAIN menu:

EEEEEEEEEEE

link icons

CRYO MENU
FLAM.GAS MENU
HVAC MENU

SLOW CONTROLS
COT COOLING
SOLENOID MENU WATER MENU
MISC. Menu SILICON MENU
APACS RACKS MENU

((@)] ProSys Alarms (fé))) SESR:VDESNOEN

Process System $hift Operators, x3632

LOGIN |

— shows cryo tech on shift (x3632)
— displays ¢FIX status:

* SERVER should be ON

* DRIVE should be S (main cryo PC), as opposed to
C (for local PC drive)

— can restart ¢F'IX from “Start” menu:
Start / Programs / «FIX / Int. Dyn. WorkSpace

— log on with two possible accounts:

x PUBLIC (no password) for general monitoring
x* ACE (see J.C.Yun) for resetting HV, etc.



MCS: Basic +FIX Operation

e essential sub-detector and support system values are grouped into
three summary pages, which show acceptable ranges and trigger
out-of-bounds alarmes:

— GLOBAL ALARMS
— HV SUMMARY
— Process System ALARMS

e VNODET1 displays 7FIX alarm summary pages, along with:

— PINWHEEL - blue ascii pinwheel rotates when +FIX is “alive”
(and ready to accept mouse clicks)

— SCHEDULER - runs audible voice alarm program

= =
HIGH VOLTAGE SUMMARY | S

PR CCR C5P CSX BSU TSU CEM CHA Wea PEM PHA PSH GAMTO! CLEBSS 555 a2




MCS: Basic +FIX Operation

(continued)

o GLOBAL ALARMS summarizes the status of detector and power
supply systems, showing for each system:

— matrix of monitored values, warnings, alarms, and ignored
quantities

— link to error history display (large button, e.g. COT); green
if OK, red for alarm

— link to detector controls (D)
— status of «FIX node, or heartbeat (H)

cdiGblAlarms. grf

. Hlode— pO000000000AAA00000000000000000000NNN
153001 VOICE ALARMs: - HE 0p000000R000A00100000000000000A00N0000 Main |
10:08:29 AM

LEGEND: nm% GLOBAL ALARMS Rmmool
) el |- R

] 0 ]
-
GAM 5] PTM |
o ] -
" I 0 0 0 0 1 I
0 0 I 0 b I




MCS: Basic +FIX Operation

(continued)

e HV SUMMARY displays the high voltage status of each detector,
and allows for control of specific systems:

— HB row shows heartbeat status (green is OK, purple is bad)

— STAT gives status condition (green is OK, blue is STANDBY,
red is TRIP)

— double-bar histogram shows percentage HV for minumum and
maximum out-of-range signals

— “arrow” controls turn HV on, off, or to standby

cdfHvSummary.grf

7/30/01

s |HIGH VOLTAGE SUMMARY | [ ccmvre
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MCS: Basic +FIX Operation

(continued)

e Process System ALARMS summarizes the
status of detector support systems:

— global button for each subsystem

(green is OK, red is ALARM)

— indicator left of global button signifies
that alarm is silenced

— heartbeat indicators for four cryo area
iFIX nodes (blinking)

e if there is an alarm:

— call cryo tech (x3632) to confirm

— click global button to open summary
page and determine cause, for example:

CRYDALARMS GRF

25617 PM
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MCS: Basic +FIX Operation

(continued)

e as an example, if the
CMU trips:

— go to GLOBAL ALARMS
and click CMU to bring
up alarm history
(record in e-log)

— from the D button, open
CMU HV control GUI to

reset specific channels

o
em smr Marms ]
T 31241 PM
Ack | Timeln | Time Last | Tagnanma | Alamn Extension Fiald2
A28 25 330 1200 08 A% CMUSHAPERW ALARM  WARNING
LI I 'I_I
Tatal Alsmi: 4 |Fiter: Mods I "CAEN1 27 AND. [[Alorm Esterision Fiekd] |Sost Time In, Descerding
FcoMu T oMP [ CM< [ BMU [ CES [ CPR [ OCR Closa

CHUDwlucton.

=10 =]
A0S
Oon
Current 0% Standby
1231% Off
Helo Awvarage Current i %
Save
Status Help
F— Alarms |
Fieki
| - -— Al of CMU Chart |

o

l: ?— \;I l: (@ﬂ\ :
AN/

goutn \_L .‘_E,‘ Ciese | \‘? i } “Norty

— HV trips can also be reset
from HV SUMMARY by
clicking the ON arrow

— HV SUMMARY should be
used to place detectors on
standby for “flying wires”
(for COT, SIL, and CMP)

HIGH VOLTAGE SUMMARY



MCS: Shift Responsibilities

write list of all silenced alarms or other exceptions in e-log at the
beginning of shift

continually monitor VESDA, FIRUS, and LED status board in
the control room for alarms or trouble (refer to “Monitoring Ace
Knowledge”)

beginning/end of store, “flying wires”:
— use “HV Summary” to turn ON/OFF/STBY detectors
detector HV trips:

— use “Global Alarms” to determine source
— consult MCS Web Page for specific instructions

— use “HV Summary” to reset or page expert
lost heartbeat (purple):

— notify system experts
Process System Alarms:

— click on system button to determine cause

— check with cryo techs for instructions
1FIX logged out or “unavailable”:

— click on Start/Programs/«FIX /Login
— logout of ACFE account, log back in

iFIX crashes: (page Ops Manager and experts)

— J.C. Yun, 722-7589
— John Yoh, 840-4774



Frank Chlebana
Mar 26 2002

DAQ

The CDF Data Acquisition consists of the infrastructure,
electronics and software used to collect data, calibrate de-
tectors, monitor and configure the electronics.

The Front End (FE) electronics consists of a combination
of custom built modules, designed and built by many dif-
ferent institutes and universities from across the world, and
commercial off the shelf hardware.

Security Issues

As part of your job you are required to use computers that
are designhated as part of the CDF Critical System.

It is your responsibility to help minimize the possibility of
loading software that has an adverse effect of the perfor-
mance of these systems (e.g. software viruses, hacker kits).
The most frequent incident we’'ve had in the critical system
involves PC viruses loaded on windows based PCs.

A common way that a virus is loaded on windows based PCs is
through email attachments. From a critical system computer
you should not open email that is not needed for the critical
system operations or is unexpected. Be aware that many new
viruses can spread via open Windows file shares or downloads
from websites (so beware mail saying " click here").



The windows based PCs are to be used for Slow controls
functions only. Email, web, and any other general purpose
access should be done on some other system. There are linux
based PCs that can be used for this purpose.

Do not install any software on the CDF Critical System PCs.
If you feel that there is a software package which would be
useful please contact one of the system administrators to
arrange for the package to be installed.

Your other major responsibility is to avoid letting non-authorized
persons gain access to the critical systems through your
means. Keep your password secure, difficult to guess and
secret. Have your account disabled if you won't need it for
months. Watch for indications that your account has been
used by someone else. Do not leave your session unattended
for extended periods of time.

In the past, systems on site have been compromised and
these compromised systems have initiated attacks on offsite
networks...

Fermilab is one of the more open labs. If it is perceived, by
the people who fund us, that we are unable to manage our
computers in such an open fashion we will be pressured to
tighten security up...



The online network is split into a “lower half” (trigger room)
and “upper half” (control room).

The lower half is used for development and monitoring tasks
that are not critical for taking data while the upper half is
used to support data taking.

General use PCs.

bOdap06.fnal.gov bOdapO1.fnal.gov
bOdapl2.fnal.gov bOdapl16.fnal.gov
bOdap18.fnal.gov bOdap21.fnal.gov
bOdap19.fnal.gov bOdap26.fnal.gov
bOdap20.fnal.gov

From the CDF offline network (trailers) onsite you can log
in directly to the trigger room PCs.

From offsite you have to go through one of the designated
gateway node, bOdap30 or bOdau30 or log into a trailer PC
then into the lower half of the online network.

Kerberos and You or... How to Get Around

In general one should NOT type in a password over the net-
work. Once logged into a local machine you can forward your
credentials to the next machine using ssh or rlogin -F

> ssh hostname

> rlogin -F hostname

ssh configures your x window environment so you do not
have to set the display variable and this is the simplest way
of logging into another node.



= User is on a group account cdfdag and wants to go to
another PC with the same group account.

b0dap50_cdfdaq> kticket
bOdap50_cdfdaq> ssh nodename

= User is logged onto a group account and wants to get a
ticket for their own account.

b0dap50_cdfdag> kinit username
b0dap50_cdfdaq> ssh nodename

This ticket is valid only from the window you issued the com-
mand. You will be logged into the remote node as the user
you specified in the kinit command.

= Can display a X window originating from the remote ma-
chine.

On the remote PC (fcdfsgi2)
fcdfsgi2_username> xterm (to check if X works)
When work is done.

fcdfsgi2_username> exit

bOdap50_username> kdestroy

One should enter " kdestroy” in the same window where you
issued done " kinit"”, to destroy the ticket.



= What controls access for a user to an account?

Users can log into an account provided that they are in the
.k5login file. This file is owned by root.

— The first three people in the .kb5login file are responsible
for the group account.

To get around, use kerberos rlogin or kerberos telnet or ker-
beros ssh with kerberos ticket.

To check current ticket
bOdap50_cdfdaq> klist
To check a default rlogin (telnet, ssh)

b0dap50_cdfdag> which rlogin (telent, ssh)
/usr/krb5/bin/telnet

To list your current tickets
> klist

If you have problems (in getting from one machine to an-
other)... let us know.



Overview of the DAQ Components

Trigger Supervisor and Crosspoints

Receives trigger decisions from the L1 and L2 global trig-
ger systems and distributes trigger signals though the trigger
Cross points to the DAQ components.

Front End and Trigger VME Crates
Reads out, formats and transfers the data.

Event Builder

Assembles data fragments from the many FE crates into one
block.

Level 3 Trigger

Formats the data into the final data format (root). Have
access to the entire event record and can run offline code to
make trigger decisions.

Consumer Server/Logger

Receives data from L3 and writes data to disk in several
different data streams based on L3 trigger results. Also dis-
tributes events to the consumers.

Run Control
Coordinates data taking and detector calibrations.

DAQ Monitoring
Monitors DAQ performance.

Data Monitoring (Consumers)
Monitors the data quality.



The data is self describing. The VME Readout Controller
(VRC) forms a mini-bank by attaching a header, which iden-
tifies the data type and the block number, to the data block.

This mini-bank is then transferred to one of 15 VME Readout
Buffer (VRB) crates. Several VRBs in a crate and each VRB
can receive data from up to ten FE crates.

Crates
Raw Data from FE Crates

SCPU
Crates

Control
SCRAMNet

\

[L3subfarm] [L3subfarm] [L3subfarm] Level3
| I

Data Passed L3 Filter Goes to CSLH

The event fragments are then sent through the ATM switch
to a converter node which distributes the data to the proces-
sor nodes of L3.



The reformatter code assembles the minibanks into the final
event format making it available to the L3 analysis code.

— Events having corrupted fragments are rejected by the
reformatter.

Front End Crates

MiniBanks
Detector v] A T
cC| M A |
E c
M E
R | >
|V
R
B
v a T
R| D R CEMD
Rl D " |esmol
E c
M E
R
Run Il Raw Data Format
Storage
9 CEND

Event Builder CEMD

At L3 the reconstruction can add reconstructed objects to
the event record.

Events passing the L3 trigger are sent to the Consumer
Server Logger and a fraction of the events are distributed
to monitoring consumers.

Events are transferred to Feynmann Computing Center (FCC)
for storage on tape.

Users access the data through the Data Handling System.



Trigger System

The trigger system is used to select an event rate of 75 Hz
from the 7.6 MHz (132 ns crossing) beam crossing rate.

Dataflow of CDF "Deadtimeless"
Trigger and DAQ

Detector 7.6 MHz Crossing rate
132 ns clock cycle

L1 Storage Levell:
Pipeline: L1 7.6 MHz Synchronous pipeline
42 Clock Trigger 5544ns latency
Cycles Deep <50 kHz Accept rate
L1 Accept
Level 2:

L2 Buffers: L2 Asynchronous 2 stage pipeline
4 Event . ~20us latency

vents Trigger 300 Hz Accept Rate

‘7 L2 Accept
-t L1+L2 rejection: 20,000:1

DAQ Buffers

L3 Farm

Mass
Storage

PIW 2/2/97

Done in three stages: Beam crossing rate of 7.6 MHz (for
132 ns crossing) is reduced to < 50 KHz, by the L1 trigger,
reduced to 300 Hz by L2 and finally to about 75 Hz by L3.



RUN Il TRIGGER SYSTEM

Detector Elements

L LLL]
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XTRP
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CAL TrRACK | | MUON
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GLOBAL
LEVEL 1

L2
CAL '1 l SVT
RAR
GLOBAL
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PJW 9/23/96

Each stage has access to more complete data and has more
time to process the event. At L3 you have the final complete
event and can run sophisticated offline algorithms.

So far we have been running with a L1 trigger at rates up to
400 Hz, L2 has been passing all events and we are rejecting
jet events at L3 below threshold.



The L2 Trigger sends the trigger decision to the Trigger
Supervisor (TS).

The L2 trigger decision is sent to the FE crates through the
trigger cross point.

@ L2 Trigger Desision

Trigger
Supervisor
Error - ‘
I bOtsio0 | bOeb10
kit % 1Catt

- 2(| scru
< bOeb11

L' " @ SCPU
S b0eb12

: e SCPU
= bOeb25

FE Crates —

When the trigger decision is received in the FE crate, the
VME Readout Controller (VRC) sends back a DONE signal
to the TS via the return cross point indicating that it is ready
to receive the next trigger decision.

Data is read out from the FE cards (TDCs, ADMEMSs...)
formatted and sent via the TRACER to the VME Readout
Buffers VRBSs.



If there is not enough space to write out the event to the
VRB a BUSY signal is sent back to the TS so that the TS
does not issue another trigger which leads to busy deadtime.

— If the busy is not deasserted in time we can get a Busy
Timeout causing the run to halt.

Each VRB can receive data from up to 10 different front end
crates.

—— Ethernet Data from FE Crates
Serial Port
| Sys Reset l & v ¥ v
I~
-
-
-
e
Backplane
VME bus
ATM
fibers
| e
e
SCRAMNet
bypass
e: ):

SCRAMNet Ring

Data is readout of the VRBs by the Scanner CPU (SCPU)
and sent through the ATM switch to the L3 farm.

The SCPU communicates with the TS via SCRAMNET.



Typical Front End/Trigger Crate

Front End (FE) and Trigger electronics are housed in VME
crates, an industry standard backplane (aka a crate) into
which compliant cards can be plugged into.

http://www-esd.fnal.gov/esd/catalog/vmedir.htm

A typical crate will have a VME Readout Controller (VRC).
Usually a Motorola MVME 2301 with a Power PC 603 CPU
running VxWorks, a TRACER used to fan out trigger and
clock signals to the VME backplane and to transport data
out of the crate, and the FE electronics.

Data to VRB
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VXWorks is a real-time operating system having a fast inter-
rupt response and network connection.

The front end crates have node names such as bOpcalO0 etc.
You can log in to the crate to check the status but this is
not usually necessary during normal running. It is useful for
tracking down problems.

There are about 120 FE/Trigger crates, about half of which
are mounted on the detector and are not accessible during
collisions.

Crates will also have a TRACER. This card receives the clock
and trigger signals and distributes them on the VME back
plane for the other modules to pick up.

Returns control signals back to the TS and provides a data
path to the VME Readout Buffers.

If the network path (ethernet) to the VRC is not available you
can try accessing it via minicom (serial line) from b0Odap10.

You can also reset the crate using the system reset lines in
order to force it to reboot. Normally this should be tried only
as a last resort.



Silicon System

The silicon system has a different architecture that the rest
of the DAQ.

Trigger information from the TS is sent to the Silicon Read-
out Controller at which point it is distributed to the rest of
the silicon system.

The processor in the Silicon crates is used for configuration
and monitoring - not used for readout.

Data is transferred from the front end crates through the FIB
crates to the VRB crates.

More details in a separate talk...



Run Control

Coordinates the configuration, starting and stopping of runs.

Written in Java, uses a Graphical User Interface showing
a state transition diagram to control the many distributed
clients.

Run Control State hManager
File Parntitioning Parameters Enable Proxy
DAQ State Manager selected

ERROR @ Reset |—
Partition
IDLE Abort | —

ACTIVE RECOVERED

6
4

PAUSED HALTED

-Run Contral Status

State: START Transition: (nane)

No Partition Selected Run Number: Undefined
UNDEFINED Mo Events yet

No error conditions Mo Calib Events yet

RunType: {(Undefined)
Inhibit Status
TS Status: @ Error XPT @ L2Timeout

-Accelerator Status

Can group together clients into a partition. Can run with up
to eight hardware partitions simultaneous.



Allows inclusion or exclusion of individual cards or crates,
masking of bad channels...

Uses the commercial message passing software package smart
sockets.

Uses DagMsg (layered on top of smartsockets) to provide
automatic code generation to conveniently pack and unpack
data structure (messages...).

Machine independent communication... clients written in
Java running under Linux communicating with clients written
in C running under VxXWorks.

Clients subscribe to a subject and configuration and control
messages are broadcast to all clients who are subscribed to
a particular message.

Subjects have the syntax
/partition-0/frontEnd/ccal/00

Can use wildcarding to broadcast message to all clients of a
certain type. Used for “run sequencing’, to bring a group of
clients through a transition before a second group of clients.

All communication goes through the rtserver.

If the RC GUI crashes the run could still be going... and you
can try reattaching a new RC to the current run.

More details in a separate talk...



DAQ Monitoring

There are a number of programs that can be used to monitor
the performance of the DAQ. Can be launched from a main
control panel...

> setup fer
> dagmon

= CDF DAQ Monitor |=I=/[x]
Run Cantrol status
RC Component Status

VxWarks nodes
VixWorks

Scalers
Rates and Deadtime

Trigger Supervisor
TS

Trigger Supervisor Soft EVE [00102 3
TS Rate

Return Crosspaints L1 Cal Trigger
RXPT L2 Cal Trigger

I
v

Event Builder

EVE

Level 3
L3
Consumer-Senver Logger
CSL
Message Logger

| |AII partitions

FE Manitar Canfiguration
FEMon Config
CDF Crate Reset
SYSRESET
Online Database cdfonprd
Database Status

These monitors are mostly used to check that data is flowing
through the system.

The quality of the data is checked by the consumers.



The more popular DAQ monitors are:

L3

Gives an overview of how L3 is working

Rates and Deadtime

General display...

B) CDF Trigyer Rate Monitor

Freeze Display!

Trigger Rate Monitor 08:22:05

- m X
Last Messaqe: 08:22:05

Partitian: 0

Trigger Type: PHYSICS.0_03 [21,246]

Run Number 136987
Event Number: 2923

Runtime: 100.0s
Livetime: 79.55

Select Run: -

[(General [ PreFred [ Fred | Fred Prescaled [ Fred Live [ T8 [ L2 (0-63) L2 (64-127) [ L3 (0-63)| L2 (64- 127) [ L2 (128- 191)| L2 (102-255)]

Average Current Current
Total deadtime (24 20.50 0.01 |
Inhibit / Total DT 4 87.02 0.00 |
EUSY / Total DT 4 0.00 0.00
L2 readourt § Total DT I4 0.02 4864
Readout { Tatal DT I=q 3.02 12.31
L1DONE / Total DT [4 0.00 0.00
L2 ¢ Total DT [ .04 3905
TSI / Total DT 4 0.00 0.00
Buffer 0 Use I4 67.18 65.34
Buffer 1 Use 4 28,53 30.33
Buffer 2 Use 4 3.63 1407
Buffer 3 Use 4 0.66 0.26
Empty Full Pending
Average Current current Average Current current Average current current
0 buffers ... 2.48 0.01 63.88 52.97 99,25 00.83 T
1 buffer ... 0.23 0.35 33.56 16,02 0.08 0.17
2 buffers ... 2.20 3.84 0.64 0.91 0.09 0.00
2 buffers ... 32.05 44,64 0.07 0.09 0.58 0.00
4 buffers ... 62.15 5115 185 0.01 0.00 0.00
Count <Rate:> Rate [Hz] Rate {log scale)
L1 Accept 20,426 2492 285.9
L2 Accept 2,023 35.7 518
L2 Reject 17,502 213.5 233.9
L3 Accepts 620 7.6
Fred L1A 25,689 256.9 285.9
calibL1A 0 0.0 0.0

Livetime + Deadtime - Runtime = 0 ?
124 - GL2A =07

L2R - GL2R =0 ?

L2A + L2R - L1A =07
Synchranization Errars

136,344,150 + 35,148,666 - 17

1,492,816 = 0

2,923 - 2,923 = 0
17,502 - 17,502 = 0
2,023 + 17,502 - 20,426 = -1
0

Useful to check that the trigger is properly functioning.

Shows the total system deadtime and how it is allocated.

Several tabed panels are available to give you a detailed look
at the rates for each trigger at L1, L2 and L3.




Use one of the tabs to look at specific trigger rates in more
detail...

— E
Freeze Display! | Trigger Rate Monitor 0823:17 Last Massage: 08:23:17
_ Partition: 0 Run Number. 126987 Runtime: 175.8s Salect Run: ’:’3
Trigger Type: PHYSICS 0_03 [21,246] Event Number 7751 Livetime: 152.7s "
General | PreFred [(Fred | Fred Prescaled | Fred Live | T5 [ 12 ©0-63) | 12 (64- 127} [ 13 (0-63) | L3 (64- 127) [ L3 (128- 191)| 13 {192-255)|
h Trigger Caunt < Rate: Rate, Hz. Rate (log scale) : n Trigger Caunt < Rate: Rate, Hz. Rate ({log scale)
0 L1 EM8 & CLC (1] 11,952 77.0 805 N |:32 L1 CMUPE_PT4 [1] 316 2.0 03
1| L1 CEM4_PT4 & CMX15_P.. 69 0.4 2.1 | — 0 0.0 0.0
2[ L1 EMS_& MET15_& CLC[3] 1,062 6.8 6.9 W i34 0 0.0 00 [
3 L1_CEM4_PT4_PS25 [2] 7624 49.1 1114 W 1335 0 0.0 0.0 1
4 [ 0.0 0.0 136 0 0.0 00 [
5 L1_JET5_P520 [2] 235,975 1,520.3 15225 NN 137 0 0.0 o0 [
6 0 0.0 0.0 =8 0 0.0 00 [
7 L1 TAUD PT4_PS250 [2] 177,470 1,143.4 29856 NN (39 0 0.0 00 [
8 L1 CEMB_PTS [2] 484 3.1 6.3 [ — 1) 0 0.0 oo [
O L1 TWO CEM2 PTZ OPPQ... 5,476 35.3 1108 W1 |41 0 0.0 00 [
10 [ 0.0 0.0 | — 0 0.0 00 [
11| L1_CMUO_PT4_PS250 [1] 170,800 1,100.4 2,8565 [N |43 0 0.0 00 [
12 0 0.0 0.0 | — 0 0.0 o0 [
13 L1_CMX6E_PT8_PS1 [1] 62 0.4 2.6 —— 1:4s5 0 0.0 0.0 1
14 [ 0.0 0.0 146 0 0.0 00 [
15 L1_SEVEN_TRK2_PS50 [1] 514 3.3 143 W ilaz 0 0.0 oo [
16[ L1 JET10 8 SUMET90 & CL. 486 3.1 3.7 | — 0 0.0 00 [
17| L1_TRK&_P5S250 [1] 14,689 04.6 2404 N 149 0 0.0 0.0 1
18| L1 MET25 & CLC[1] 409 26 3.4 | — ] 0 0.0 00 [
19 L1 TWO TRK2_CPPC DPHIL. . 54,493 35L1 11752 NN 151 0 0.0 00 [
20 L1_JET10[1] 22,347 144.0 1480 W 152 0 0.0 00 [
21 L1 MB_CLC PS200K [1] 28,001,548 180,405.5 180,406 I (53 L1 TRK4 PS1K [1] 167,614  1079.9 28142 N ]
22| L1 TWO_CEM4_PT4 [2] 340 2.2 5.6 M 1s4 0 0.0 oo [
23] L1_MB_XING_PS1M [2] 266,224,104 1,715265.0 1,715,265.0 N | |55 L1 _TWO_TRK2_PSLOK [1] 200,444  1,3404 44057 N
24 11 EMB_& CMULS PT15 [1] 154 10 2.4 | — 0 0.0 00 [
25 L1 EMS & CMX15_PT2 [1] 47 0.3 19 | I— -7 0 0.0 00 [
26) 11 CMU15 PTL5 & CMX1 . 164 11 3.7 [ — 1 0 0.0 o0 [
27 L1_CMUG_PT4 [1] 1626 10.5 30.7 | — ] 0 0.0 0.0 1
28 L1 TWO CMULS PTLS5 [2] 176 11 48 I lieo 0 0.0 00 [
29 [ 0.0 0.0 i1 0 0.0 o0 [
30| 0 0.0 0.0 [ :ie2 0 0.0 00 [
31 0 0.0 0.0 | — 0 0.0 00 [

— Normally the physics triggers are defined so that the dead
time is less that about 5%.

If you have a run going with high dead time this indicates a
problem which needs to be fixed.

You can sometimes see which trigger is firing at a high rate
from the "Rates and Deadtime” GUI.



RXTP

Shows which client was the last to return DONE, BUSY and
ERROR and shows the time it took.

Useful to identify which crate is contributing to the deadtime.

—— TEX
Partition O is ACTIVE - Last update: 12:45:12
DONE ERROR BUSY
Realtirme NOT DOME  ( 0.79525 ms elapsed) |Realtime ERROR Realtime EUSY (2,673 ms elapsed)
[tN=0) | |ltN=0) || [(N=0) |
Crates DOME last Crates with latched ERROR Crates with latched BUSY
xfto4;(N=1) | |ltN=0) || [(N=0) |
Crates not responding
[iN=0} |
Mo Timeout Condition  \Waiting for L24& - | NoError Condition Looking for ERROR - | No Timeout Condition  Waiting for BUSY -

In this example the XFT04 crate was the last to return a
Done, and it was set 0.79 ms after the L2 decision was re-
ceived.

— Taking a long time to set the Done can result in “Readout
Deadtime” .

Typically a crate should set the done within 1 ms, but there
are a few crates which can take longer.

There is also a consumer (dagmon) that histograms the read-
out times and event sizes, more later...

CSL

Shows the status of the CSL, logging rates, partitions etc...



VxXWorks Monitor

The VxWorks monitor gives an overview of the status of the
Front End crates in the system.

— =i CDF VxWorks System Monitor -0 X

[] botsioo ... hotsio3, bowrb0o .. bOwrh0s, h0svx00 .. boswx0g, bofiboo . bofibo7, boclkoo .. bopulsol

] bOI1clon ... bOl1cl0S, bOxftoo ... bOxft0s, bOl1al00, b0I2cl00 ... bOI2cl0S, bOsvt00 ... bOsvt07, bOl2de0n ... bol2de0l
Help 08-Jan- 02 12:47:03
[Z] bOcealon .. bOcealls, hOpealdn . bOpealll, bOweal00 . hOweal07, hOhtde00

[Z] bOcotdd ... bOcot1®, b0cmuod .. bOmutrod, b0clc0o . bOclc01, bofealon . hofealgl

TEHU TSHU TESHU TEHU TSHU TEHU TEHU TESHU TEHU

TEHU TSHU TESHU TEHU TSHU TEHU| bocotls [TSHU TESHU TEHU

TEHU TSHU TESHU TEHU TSHU TEHU TEHU TESHU TEHU

[ Botsioo. | T s+ u[Tborsmor | TsHu [Tboso2 | TsHU[[Botsio3 | TsH U [bowiboo | TsHU|[Bovibo1 | TsH u|[bovbo2 | TsHU [[Bovib0s | TsHU [bowbod | TsHU
[ Bovibos | T sH u [[Boswe0 | TsH U [[Boswor | TsH U [ Boswo2 | TsH u [ Bosw03 | TsHU | Boswko | TsH u[b0swk05 | TsH U [[BOswx0B | TsH U [BOSWOR | TSHU
[ Boswx08 | T s+ u [ BoiBS | TsHU [ BObOL | TsH U BoiBo2 | TsH U BOBO3 | TsH U BOBOY | TsH U BObOS | TsHU | BOBB | TsH U BOBOR | TSHU
[ Bocikgo | T sH u[Boes00 | TsHU [[BOws01 | TsH U |[Bopuise0 | T sH u [bopuIsoL | T s Hu [BOILE00 | TsH u[boiEe1 | TsH U [[BOIEo2 | TsH U [[BoE03 | TsHU
[Boicier | T s+ u[BoE05 | TsHU [ b0mo0 | TsH U BoxioL | TsHu | B0xi02 | TsH U boxito3 | TsH U001 | TsHU[[BOKiOS | TSHU| boiios | TSHU
[ boigios | T s+ u[Bo26I00 | TsH U [[BoReL | TsHU [ Bei2a02 | TsH U [Boi2eI0z | TsHU [ Boi2aed | TsH u [ boi20s | TsHU[[Bosvioo | TsHU[[BoswioL | TsHU
[Bosvioz | T s+ u[Tbosvios | T sH u [bosvior | TsH u[[b0svio5 | T sH U|[[b0sv06 | 75 H U|[[b0svior | T 5H U [b02de00 | T SHU| boi2d=01 | TSH U [ b0 T SH U
[Boccaor | T s+ u |[boccaoz | T sH U [[boeaos | TsH u[boacaiod | T sH U [[[boceaos | 75 H u|[[boecaio | T s H U [[bocao7 | T sH U [ booaKa | T s H U [ b | TSH U
[Boccaio | T s+ u [Tboecaitt | T sH u[Tboeitz | TsH u[boaails | T sH U |[[boccaita | 75 Hu|[[boecails | T s H U [[bopeako’| T 5H U [[bOpeaIOL | T s H U [ [bOpGaKZ | T SH U
[ bopcaios | T s+ u[[bopealos | T sH U [[bopcaos | TsH u[bopcaos | T sH U |[bopcaor | T H U |[bopcaos | T s H U [[bopeaos | T sH U [[bOpeaIlo | T s H U [[bOpGaIll | T SH U
[TBoweaoo | T sH u [boweaor | T sH U [[bowealoz | TsH u[[boweaos | T 5H U [[bowealod | T s H U |[bowea0s | T 5 H U [Bowealo | T 5H U [[bOwcaKor | T 5 H U [bade0 | T SH U
_ bocotoo | _ bocotol| _ boxo02 | _ bocoro3 | _ bocotod | _ bocotos |  bocoros | _ bocoto7 | _ bocoros |

_ bocotog | _ bocot1o | _ boconlt | _ bocon2 | _ bocott3 | _ bocottd | _ bocotts | _ bocont7 |

_boatis | _bocott9 | _boamuco | _boamot | _boamo0 | _boamt | _boimmi00 | _bomuot | _boampoo |

_bomutroo | _bockoo | _bockot | _botcaioo | _bofealot |

TEHU TSHU TESHU TEHU TSHU TEHU TEHU

Each button corresponds to one of the front end crates.
Green indicates that the process is OK

indicates that the crate is not updating information
Red indicates that problem with the crate

Useful to see if a front end crate has crashed...



Error Handler

Error messages from the different clients are sent to the Error
Handler, which displays the message on the screen and also
logs the error messages.

After setting up the fer package, (setup fer) the environment
variables for the error handler will be set.

The location of the error log file is:
$ERRMON_LOGDIR/errorfile136574.log

The interpretation of the error is done by the error handler,
it is centralized so that the operator has one place to look.

Alerts the user of serious error conditions. Currently an or-
ange window appears when there is a fatal error condition.
Text message instructs the operator what to do.

In addition to the visual alert there is a voice alert which
states the problem.

Can also be used to issue an automated Halt-Recover-Run
sequence in the case of a Done or Busy timeout.

You should always be running with the automatic HRR en-
abled.

Report any problems with this feature in the shift log and
send email to the RC email address:

cdf-rc-support@fnal.gov



You have to enable this option of sending commands from
the error handler to RC.

— = Error Display { current version = v1_03 ) - O X
File Log |Options | Toaols Help

Stop log f  Histary
Search
Debug
Save
Load
Save as

¥ Automatic LogFile name with run number
[J Mo duplicate ML msg

= ¥ Display Repaorts in Log windows
Time seql
[T Send HER OMLY back to RC {when ACTIVE)}

Send now HRR

IJ Send HER AND Errors back to RC {(when ACTIVE)
Send now Errar
Send now HRR

partition & = Activate Display of Warning Messages

and you have to enable RC to accept remote commands from
the error handler.

— - Run Control State Manager - 0O X
File Partitioning Parameter5| Enable Proxy

Select Run Configuratian

Edit ar View Run Settings
ERROR Print Run Canfiguration _| Reset |——
Add Camment ta Run Database

Refresh from Hardware Database

Edit ar ¥iew Cansumer
Enable/ Disable validation Yeta

Enable/ Disable Auto Recaveries Abort |——

Reset Luminasity
Stap Luminasity

Manually Override State Mgr Conditian

Will build more intelligence into the error handler — expert
system.




L evel 3

Consists of a farm of dual processor PCs running LinuxX.

The raw data is complete and in the final data format when
it gets to L3 and the offline reconstruction code is run to
select events.

Reconstructed objects are added to the event record.

For example, using Edm_ObjectLister gives:

129 LRIH_StorableBank ( 1: LRIH, 1, 0) RAW
161 TFRD_StorableBank ( 10: TFRD, 1, 0) RAW
7957 CalData ( 4r: 0, 0) L3

More details in a separate talk...



CSL

If an event passes a L3 trigger it is first sent to an output
node then to the Consumer Server Logger (CSL).

The CSL distributes events to the various consumers which
are used to check the quality of the data and the proper
functioning of the trigger system.

The CSL writes data to disk in BO separating it into different
data streams based on the L3 trigger decision.

Level-3 Alternate
DAQ Paths
~20 MB/s
~1 MB/s
CSL
o) 5-10 MB/s
> consumers

Data is copied from the disk buffers at BO to the FCC disks
then written to tape.



Important CDF DAQ Processes

Run control communicates with several key processes via so
called proxy processes.

These processes are normally running but on rare occasions
you may need to restart them.

In addition to these there are a number of other essential
processes, for a summary see the “Important CDF DAQ Pro-
cesses” link from the ace help page where you can find in-
structions on starting the processes.

SmartSockets b0dau30
Calibration Consumer Proxy bOdap62
Software EVB Proxy bOdap62
Resource Manager bOdap63
Consumer Monitor Proxy bOdap63
DBbroker Proxy bOdap63
L3Manager bOdap31

ACNET Monitor bOdap68
SVTSPYMON bOdap68
Consumer Server Logger bOdau32
Calibration Consumer b0dap60
Partition 14 Sender b0dap60

In addition there are

Consumer Disk Server bOdap65
Silicon Disk Server bOdap41



consumers

Various consumers are used to check the quality of the data.

These are essentially AC++4+ modules compiled within the
consumer framework used to monitor the quality of the data
and the performance of the trigger.

Event Display
Y Mon
TrigMON
XMon
LumMon
StageO
SiliMon
ObjectMon
BeamMon

L 3RegionalMon
SVXMon
SVTMon
DAQMonN

Used to identify hot channels (channels that are always on
or are noisy), and dead regions (broken cables, high voltage
problems...).

During shift operations there is a dedicated person (CO -
Consumer Operator) assigned to look at the data quality.

Details in separate talk and at:

http://www-b0.fnal.gov:8000/consumer/howto.html



DAQMon Consumer

The DAQMon consumer plots the average readout time for
each front end crate and the event size.

Noisy channels can sometimes lead to long readout times and
large event fragments.

| Read-out Time vs Crate
I I

! n
0 60 80 100 120 140 160 180 200 220

| Idle Time vs IP

10000

8000

Mean Time (musd]

| Event Size vs Crate
4000 ! .




Software Event Builder

FE crates can send the mini banks over ethernet to a software
client that collects the event fragments and reformats then
into the final data format.

MniBank cut '
~ VRB

| |
| |
| |
FE Crates ! !
: Crates :
| |
| |
|
M ni Bank | n [ A-I_-M :
: Switch .
Software \*— : :
EVB — : :
For mat t ed | Level 3 |
|
. :
I |
| |

Bank Qut :@
|

Events are sent to the CSL and can be distributed to the
consumers or written to disk.

Used for debugging parts of the system and for calibrations.

Depending on how much data is being read out the rates can
range from a few Hz to a few tens of Hz.

More details at:

http://www-b0.fnal.gov:8000/ace2help/sevb/



Calibrations

Calibrations for the different subsystems are also performed
using Run Control.

The set of calibrations is part of the ace’s duties.

Typically the software event builder is used for calibrations.
This can accommodate larger event sizes.

Calibration data is sent to a calibration consumer which writes
the results to a database.

Can view the results of the after being written into the
database using DBANA.

Calibrations include:

Calorimeter - QIE, ShowerMax, LED and Xenon, Laser
CLC, COT, Silicon, Muon, TOF, BSC...

Details can be found at:
http://www-b0.fnal.gov:8000/ace2help/ace_calibrations.html

Also in a separate talk...



Dead Time

More details about the sources of deadtime and how to iden-
tify the source can be found at:

http://www-b0.fnal.gov:8000/ace2help/deadtime.html

The rate limit into the EVB is about 375 Hz. The logging
rate limit of the CSL is 20 MB/s which corresponds to about
75 Hz.

Actual rates depend on the data volume, number of clients
in the run and detector occupancy.

Normally the trigger tables are defined such that the dead
time is less that 5%.

If the dead time is higher than ~ 5% then the source needs
to be identified.

From the DagMon Rates and Deadtime display you can see
the total dead time of the system and the fraction from var-
ious sources.

The most common type of deadtime you will encounter are
from “Busy” and “Readout’.



Busy

This indicates that the VRB buffers are full and cannot accept
more data.

Either the L3 accept rate is too high (faulty trigger) and we
are limited by the 20 MB/s CSL rate, it is taking too long to
process events at L3 or it is taking too long to read in the
events or L3.

If the L3 display (one of the DAQ monitors) is “mostly green”
this indicates that the processors are mostly occupied by try-
ing to output the events to the CSL.

Check the CSL logging rate, if it is around 20 MB/s it may
indicate that a L1 or L2 trigger is firing at too high of a rate.

One of the disks that the CSL buffers data onto is a slow
disk and when writing to it we see logging rates of 15 MB/s.

A L3 display that is mostly “dark blue” indicates that the
processors are busy processing the event. So far we have not
been limited by the processing capacity of L3.

A L3 display that is mostly “light blue” indicates that the
processors are busy inputting events. A BUSY for this case
may occur if the event size is very large, for example noisy
channels can lead to large events...

Readout

Readout deadtime occurs when the FE processors are taking
too long to readout the event.



Many systems have a fixed data size, however for some the
data volume increases with increasing luminosity.

For the TDCs the DSP processing time also increases with
the number of “hits” for a channel.

— A typical source of readout deadtime is high occupancies
for the TDCs which occurs when some channels are oscillat-
ing resulting in many “hits”. The TDC DSP cannot process
events fast enough...

One can identify the “bad guy” by using the RXPT monitor
to see which crate shows up as the last to return DONE.

L2 Deadtime
L2 or Readout Deadtime

At a L1 accept rate of about 3.5 KHz and a L2 accept rate
of about 250 Hz we have seen a dead time of about 2% due
to a combination of “L2” and “L2 or Readout’.

This is believed to be the result of the way buffers are man-
aged by L2 which effectively reduces the number of available
buffers from four to three.



Typical Warnings/Errors

Warning: COT Truncated Data

For very high occupancy events or when there is noise on a
channel the data coming from one of the COT crates can be
larger that what can be held in the VRB buffer.

In this case we truncate the date and you will get an error
message of the type:

(MLE) bOcot14:5:37:25 AM->Runtime Error 1, Event 4793: data truncated
(MLE) bOcot02:5:54:23 AM->Runtime Error 2, Event 53148: data truncated

Warning: Bunch counter mismatch

Each front end card is checked that the BC is consistent. If
there is a mismatch this warning will be sent.

For some crates this is a known problem and we do not try
to go through a HRR sequence since the problem is cleared
on the next event.

In other crates this problem is serious and with result in a
done timeout. In this case we do issue a HRR to recover.

Warning: Reformatter Errors

Events with corrupted data fragments cannot be assembled
into an event and are rejected by the reformatter process.

If the instantaneous rate of reformatter errors (measured over
30 seconds) is greater than 1% the error handler will pop up
a warning message.



In this case follow the instructions on the window.

Reformatter errors are usually the result of corrupted silicon
data and if they persist the offending wedge may have to be
removed by an expert.

Error: Done Timeout

If an error is detected in the front end crate the process may
not set the “done” bit generating a done timeout.

The run can be recovered by going through the Halt Recover
Run sequence.

— This type of error is detected by the error handler and an
automatic HRR is issued.

Error: Busy Timeout

Busy timeout occurs if the VRB data buffer is not emptied
out fast enough and the front end process cannot send data
to the VRB.

This type of error can be triggered by several causes.

— This type of error is detected by the error handler and an
automatic HRR is issued.

Error: On Transition

A transition can fail if there is a problem initializing the front
end electronics.

One typical error during a transition is: “Error Initializing
HDI".

In this case one has to try the coldstart transition again.



Documentation

Many useful links to detailed documentation can be found on
the Ace Help page: http://www-b0.fnal.gov:8000/ace2help/

BE 44 Metscape: ACE Information - B X

File Edit View Go Communicatar Help

& Mews @ Downloads o Sofware % Hardware o Developers 4 Help # Search ¢ Shop
w§ " Bookmarks A Location: fhttp: //wrw-h0. £nal. gov: 8000 /acelhelp /acehelp. html

<« ® A & 2 @Ww < & 3

Back Forward  Reload Home Search Metscape Print Security Shop Etop

Things every ACE should knowr

Data Taking

Qps Plan, BunPlan, Good Bun
Lefiniion

CDF Electronic Loghooks (e-logs)

&

Fun Control Data Acgusiton (DADY system

Linportant ©0F DAG Server Processes L3EWE hanual for ACE=

3|

&0 &

BV for ACHs C3L ACE Help Page

Starting Consumers

il i
ol Software Event Builder ACE Help Page @ R
Cnline ©omputers W orks nodes bagics
ol i i
4 BmartSockets/B TS exver ﬁ Calibraton procedures
::: Tape and "Look Area” Momtorng ® gtarting TrgBim
. Ep .
:H L3 Manager Information g ghot Setup Checklist (pdf)
ol | ol i
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i
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Links to past Ace Training talks can be found there.

Many figures in this talk were lifted from previous talks...
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Triggers and Scalers

1 What are the scalers?

e The scalers are banks of counters with VME
readout. These hardware scalers do the TSI
accounting.

— Level 1 trigger rates (GFRED gated)
— Livetime/Deadtime accounting

— Bufter occupancy;, etc.

e There are also ‘software’ scalers from [.2 and

LL3.
— Level 1 trigger rates (GLIVE gated)

— Level 2 trigger rates

— Level 3 trigger rates



2 What is Deadtime?

e Deadtime occurs when the Trigger Supervisor
must send a Level 1 Reject regardless of what
the trigger tells it to do

e Deadtime (> 5%) is bad!



3 Deadtime/Livetime accounting

e [nput signals to Deadtime/Livetime accounting
include

— CDF_CLK - the basic unit of time
— CDF_BC - gate indicating a filled crossing

— CDF_ABORT - gate marking crossings in
the abort gap

— BUSY - from the VRBs via the TRACER
— INHIBIT - Trigger inhibit

— TS RUN - as in Halt/Recover/Run
—TS_PAUSE - from PAUSE button on run-

Control panel

— L2BF_EMPTY - Internal T'S signal marker

indicating at least one free L2 buffer



e Definition of Deadtime/Livetime Signals

— Runtime Gate: GRUN =
TS_RUN *TS_PAUSE * CDF_BC * CDF_ABORT

— Livetime Gate: GLIVE =
GRUN * L2BF_EMPTY * INHIBIT

and ...

— Fredtime Gate: GFRED =
GRUN * INHIBIT

e Accounting signals

— RUN_TIME = GRUN * CDF_CLK:
Counts each filled beam crossing the DAQ) is
enabled to run

— LIVE_TIME = GLIVE * CDF_CLK:
Counts each filled beam crossing the DAQ)
is enabled to run and is not forced to send
Level 1 Rejects



4 Sources of Deadtime

o INHIBIT_DEAD: Usually an HV trip.
e No Free Level 2 Buffers

— BUSY_DEAD: A VRB is filling up. Check
EVB status

— L1IDONE_DEAD: Waiting for L1_DONE from
SRC. Check Silicon status.

— L2_DEAD: All 4 buffers full. Waiting for L2

decision from alpha. Page Level 2 expert.

— READOUT _DEAD: 4 L2 Accepts issued.
Front-end crate(s) slow to be DONE. Find
slow crate with RXP'T monitor. Usually bad
FE card or bad FE code.

— L2_ READOUT _DEAD: One buffer being read

out, other 3 waiting L2 decision. This is rare..

— TSI.DEADTIME. Time lost due to T'S book-
keeping. Very rare. Contact expert.

e Level 2 Bufters will fill up if the L1 Accept rate

5



is too high.

e [Tigger Rates and Deadtimes can be monitored

— DAQMon “Rates and Deadtimes” panel

— XMon, a consumer process

— The Run Summary web page



Trigger Inhibits

Jonathan Lewis
AceTraining
Updated June 2002



Overview

e Trigger inhibitsimplemented
using commer cial modules
— NIM and Camac logic in 1RR12D
e 16 primary inputs.
— can be masked individually from
RunControl

— Controlled from muon scintillator
camac

e Must include bOmuscO0 in arun
to useinhibits

— OR of theinputssent tothe
Global Level 2 board in the
Trigger Supervisor crate

— Statuson LED panel above Ace
console



Overview, 2

e Two classes of inputs:

— Signals from the FIX MCS control
system

 Includestrips, but takes seconds(?)
to reach inhibit

» Can be masked separately from iFix
— Fast trip signals from power supplies
e msec time scale
e minimize chance of corrupt data
— Most common source of inhibit
e Logic:
— Tl = (iFix; + Trip,) * Mask;
e Someinputsdirect from iFix,
othersreguiresome NIM logic



IFIX I nputs

o Specify statusof particular
components.
— limited number of inhibit channels

— divide separate functions within a
system to separate M CS output channel

— combine elements for one piece of
experiment from various monitors

« Example: CCAL includes
— PMT HV
— CESHV
~ CESLV
o Keyidea:
— Everything should be green on
theinhibitsiFix page



I|nhibit channel assignments

Solonoid

SVX

| SL

COT

TOF

Central Calorimeter
Plug Calorimeter
Central Muon (CMU, CMX, CMP)
IMU

CLC

L OO

TeV Events
[unassigned]

Rack Protection
VME Power Supplies
[unassigned]
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Summary of IFix Signals

Channel Tag Computer
1 SVX HV svxiicon
2 ISL _HV svxiicon
3 COT HV cot2
4 COT LV cot2
5 TOF HV tofl
6 TOF LV tofl
7 CENTRAL HV pisabox
8 CES HV muon3
9 CES LV voltman

10 XENON OFF pisabox
11 PLUG HV cdfephv
12 PES LV voltman
13 MUON_HV muon3
14 MUON_ LV voltman
15 CSP_CSX cdfccu
16  IMU_HV muon3
17 IMU LV voltman
18 CLC HV clc

19 RACKS cdf s3
20 VME_POWER voltman
21 CSP_CCU cdfccu
22 IMU_CCU cdfccu
23 LOO HV svxiicon



Trigger Tables
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Updated June 2002



What'sin a Name

« PHYSICS 1 01][10,71,301]

— Table name
e “1 01” isadministrative major
version
— Tableversion
 Name and version specify physics
content

« CVStagsof Level 2 alpha code
* Tied to physicstable
— Level 3tag set

e Level 3 executable, tcl and
calibration set

e Exebuild driven from table
 Codeisbaserelease plusa patch list



Building and Testing

Table built with database GUI by
trigger drones

— GUI Instruction is on need-to-know basis

— GUI performs consistency checks and
builds L2 exe

e Assigns L2 tagset
L 3 gang buildstcl and exe
— Usually 1-2 hours

Initial test without beam

— This means no HEP colliding beam
— Studies, injection, etc. are OK
Beam test usually at end of store
— Minimize integrated luminosity

|f gurus approve, will make it
default on the white board



Building and Testing, 2

Have ability tochangelL2and L3
executables without new physics
table

— Fix bugs

— Improve low-level code

Occasionally will test new L2 or
L 3 tagset for existing table

May subseguently change defaults

For table (physics) changes,
usually have round of
PHYSICS TEST tablesbefore
copyingto PHYSICS

— Attempt to limit confusion later



Decoupled Tables

e |n usual mode of operation, Level 3
Isdriven by Level 2 decisions
— Explicit paths
* For non-physicstables, can have
L evel 3 processall eventsthe same
way
— Usefor cosmics, L1/L2 tests, etc.
— Onetagset can be used for many tables
— Usually have two current
e Null
 All reconstruction
— Single output stream only

e Decoupled tables use different
RunControl menu from physics
tables



RadMon for Aces and SciCos

How It works

How to respond to automated aborts and
alarms

How to manually abort the TeVatron
Summary — your responsibilities



The Hardware

On ether side of beampipe @ z = +/- 4.3 msSitsa
Beam Loss Monitor (four total)

BLM signal (prop. tadose rate) amplified and
digitized in CAMAC modules in control room

Signal compared with preset thresholds; if too
high, drop 5V enable to TeVatron

Signal also integrated to keep arecord of
accumulated dose




Monitoring — ACNET E20

5V¥X Rad Scaler Readout *Fgm_Tools+

¥Global Reset ¥Plot FIFO
#Select Display Options
#Display Logged Data
Fitos Recording

Rate (R/s}) Sum {(Rads}
H Inner ] 378
W Outer O
E Inner 4.192
E Outer 3.189

Messages
Helcome to the SVX Loss Monitor Page




Monitoring — Fast Time Plots

« KegpakFast Time Plot of thentegrated
dose going at all times on the ACNET
terminal

e Just click on“SVX” onthe E-Z Writer page
(E11)

 Thefour integrated BLM doses are
E:SVRADO - E:SVRAD3



Alarms and Aborts

e Automated aborts triggered by high dose rates —
12 rad/s

 Manual abortstriggered by high integrated doses
— thresholds depend on what MCR is currently
doing (shots, stores, or studies)

e |f morethan 18 rad collected in past minute, an
automated integrated dose alarm will sound —
start paying close attention to integrated doses
(E20 or FTP) in case you have to manually abort



Manual Aborts

Three successively higher thresholds (~krad,
posted by ACNET terminal) must be crossed
before you trigger a manual abort

1. CDF Manual Alarm — SciCo alerts MCR
2. MCR Manual Abort — MCR aborts beam
3. CDF Manual Abort — SciCo aborts beam

...ultimately, safety of SVX isin OUR hands!



How to Manually Abort

In lieu of crash button, manual aborts
effected by lowering automated abort
threshold to below pedestal

1. Goto ACNET E48, click on “335”

2. E:SVBLAL1 - change yellow number to 10,
click “CAUTION!” to confirm

3. E:SVBTAL - change yellow number to 10,
click “CAUTION!” to confirm



Recovering from Aborts

« All spelled out in CDF procedure 106 —
read it!
1. Silence sono-alarm
2. Page RDCO, CDF Ops Manager

3. Once Ops Manager givesthe OK, reset the
abort hardware (see web pages)

4. Make an e-log entry, of course



Summary

Page RDCO if any kind of alarm, abort, or
something seems awry

If any E:SVRAD* activity during your shift, put
an ACNET summary plot in e-log

Constantly monitor E:SVRAD* whenever beam Iin
TeVatron; during high losses, be checking against
the manual alarm/abort thresholds

SciCo should alert MCR when high losses seen

Further reading: CDF PROC 106 and the RadMon
web pages (linked from Monitoring Global page)



What You should know
about the Silicon

« Introduction

« Monitoring

e Problems

« Responsibilities
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Introduction e LOO (1 layer)

CDF 1l Silicon — R=1.35-1.65cm
— 13824 channels

o« SVX (5layers)
— R=2.5-10.6 cm
— 405504 channels
e |ISL (2layers)
— R=20-28cm
— 303104 channels

Total: 722432 chnls

» Share same DAQ
architecture

J. Incandela

31-Mar-02 Silicon Ops cdf-si-ops@fnal.gov 2



Introduction

The silicon detector can be permanently damaged by:
A. Powering (STDBY or ON) without adequate cooling
B. Large charge deposits (from unstable beam) while ON
C. Incorrectly powering

We minimize chances of incurring such damage by:
A. Employing PLCs to monitor status of silicon cooling

B. Employing various loss monitors to determine beam
stability

C. Employing “clever” monitoring/control software

And as a final mitigating factor:
We rely on YOU to help quickly spot potential dangers.

31-Mar-02 Silicon Ops cdf-si-ops@fnal.gov



Monitoring

There is information available from a variety of places:

A. Silicon Cooling... overall status from
- “Process Systems Alarms” summary

—  Sono-Alarms ~ from IFI X
\ ORRO4B
N
Video Solenoid sPno-:aI arins
displays display

(south racks)

31-Mar-02 Silicon Ops cdf-si-ops@fnal.gov 4



Monitoring

B. Beam losses from ACNET
LOSTP and LOSTPB

SVXRAD plots

X
Global giﬂg IFIX COT
Alarms windows displays currents
HV summary ACNET
‘I I I I control Sl PS GUI
windows

31-Mar-02

Silicon Ops cdf-si-ops@fnal.gov




Monitoring

C. Power status

Silicon Power Supply Control GUI
HV Summary and Global Alarms

Global %SSIIEJ IFIX COT
Alarms windows displays currents
HV summary ACNET
control Si PS GUI
|-I-I-I-I-L windows IMon

31-Mar-02

Silicon Ops cdf-si-ops@fnal.gov




Monitoring

(quiet)

» Cooling in good shape

IF LOSTP/LOSTPB <30 kHz/each .and. no spikes >40 kHz
.and. SVXRAD flat

> TeV beams are stable

I~ B8N and. S and. I8l on Global Alarms Sum'ry

» Powered wedges OK

31-Mar-02 Silicon Ops cdf-si-ops@fnal.gov 7



Problems

a k

sono-alarms

(LoUD)

«  Page 218.8227 (main pgr)
. Page 218.8626 (interlock pgr)
e  Check GUI message window...

Next update: 1

Reset Trips

blah blah blah
blah blah
blah blah blah
blah

-
T

Full status Exit

31-Mar-02

Silicon Ops cdf-si-ops@fnal.gov

IF persistent (1 or 2 ok)
“ALERT” .or. “ILLEGAL”
messages (check time stamp):

Hit the Silicon Rack Power
Crash Button

\ sono-alarms
(]

LR




Problems
For SVXRAD plots, follow RADMon run rules

IF either LOSTP or LOSTPB >30 kHz .or. spikes >40

kHz or otherwise indicate unstable beam conditions

(during shift, use lumberjack plotter to track history of losses over course of
present store)

e Ask SciCo to notify MCR (nearly always results in marked
iImprovement within about 30-40 minutes)

e If losses persist, or worsen: page 218.8227

e If you fear for safety of silicon: use HV Summary
button to bring to STDBY

(will take few minutes) AC - .

COT

| HV Sl PS
ACNET GUI

31-Mar-02 Silicon Ops cdf-si-ops@fnal.gov 9



Know Losses Policy (Posted in CR)

oy I N N P Y
i ]

0000

H%ibba Silicon

15000
0000
A000
o
1] LI o0 10 X0 20 3000
Tim [@n]
1l +HOA s B W d 1o pe g wn Kndes Lara T [EIILY P

GOOD LOSSES (at least 5 minutes)
Baseline smaller than 30,000 Hz

AND - _

Spikes Smaller than 40,000H= 0 A0 10 ED 0 M0 0

31-Mar-02 Silicon Ops cdf-si-ops@fnal.gov
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Problems

IF - - - on Global Alarms Sum'ry

Sometimes will clear themselves... otherwise:

. Page 218.8227

« expert will either take care of it themselves, or, they may
coach the Monitoring Ace through recovery

IF SI PS GUI stops Updating:

e Occasionally (1-2/shift) check that “Update” is counting down
e Be patient, gets “stuck” on “1” for 5-10s sometimes

. I recently changed voltage state (e.g. turned to STBY or
ON), wait ~5 minutes and check again

. I T really “stuck”, follow directions to restart
(they're taped above the GUI screen)

31-Mar-02 Silicon Ops cdf-si-ops@fnal.gov 11



Quick S1-PS-GUI Tutorial

Labels. DBbWw-LI (e.g. SB2W3-L3 = SV X brl-2 wdg-3 lyr-3)
D: S=SVX, I=ISL, L=L00  B: barrel number (0-5)
W: wedge number (0-11) L: layer number (0-4)

Check thisis ext update: 1
Reset Trips
M essage window
———3 blah blah blah
reports problems | 1 bizh bizh _ Only use GUI
(e.g. trips) and blah blah blah when coached
- blah Full EXi
global actions ull status t by expert!
(e.g. power ON of
alsiioon) | 800 om”
Wedge by wedge status: Also, can select particular
=STBY green= ON Wedge by clicking on appropriate
red = OFF /b ON black = OFF g/b OFF “pie piece’; blue = selected

31-Mar-02 Silicon Ops cdf-si-ops@fnal.gov 12



Quick 1Mon Tutorial

 Tracks currentsfor
experts by color: S‘T’X“""‘g B0 BI B2 B3 B4 B5

012745467 a9 ?GJE@EGMM 780 10 iulp & Ghdiiesi 7 a9 Immmew 72 010 iunPihdntend 7 2 0 IGEEWGW 7& 9 161 Kt

= Normal T T T T O A A
avop ! IIIIIIIIIIIIIIIIIIIIIIII=II=====IIIIIIIII

A T T
- - H NN B [ ]
| P B e B E R R | R PR | PR

Warning = IIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIII

_ PINK = Alert QH'|===.EEEE. Iﬁiiiiiii ii EEEHH
_ - i HEIIEEE

— RED =Trp BEEPYY [ (I RSN RS N N I TR
| allllllIllllllIllllllIllllllllllllllllllll

peckene gl i

P_owered IIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIII

+  required by ACE (for | S A O
2V Port CardV  Port CardV  Port CardV FPort CardV Port CardV Port Card

HOW) o HHNRRENINEEERINEEENIEEEEN IR

A O O T 50O O O OO O i T O

5V sV sV sV 5V sV
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Web Documentation
www-b0.fnal.gov:8000/mcs/mondoc.html

CDF Hardware

Maonitoring Documentation

Fix Slow | Controls (MCS) | ACNET -Beam

Tupral- Hemepage  Weh-Swner Pics Tutorial I!hmus.éﬂpagr DAy Ace wnia
Iosliuclions to Shif
Recoeery Frocedurs | Access Seourity s AEIIE'I' plots

Tegend  READY | Prdiminary , Nof pa suaisius
In o= of probkems with sestens that do not vet have recovery procedurs avallsble, Flease click hers far Expert call-in phores lists:

COT HV MLIONS - HY CES-CCR-CPR |CEM.CVHAGAM| Trigger Inhibit
Diesign Hodes

Tistugial
Instructiens ta Shis
Fecavany Progdure

PEM-PHA-PSH  |leicle DE
Mot Axailable Mol #wailable

Silicon

e RPs —lasc  lelc |PTi phgtamo | PSM powersup

Instrmedions o Shift  |Instruction, Recomer Soo the Alanm Halp
Baction an tha
Wpkhan 1111 Tor
PS5 inps.

e T S

il Aralabla Tustpig! ok Awailabls
"""hﬂ i g:ﬁ Tensdnui ¢ o e f ST
Ches ok Becouey Orcedye

31-Mar-02 Silicon Ops cdf-si-ops@fnal.gov
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b0.fnal.gov:8000/~svxii/runii/ace_mon.ntm

CDF RUN I COMMISSIONI!

Recovery Procedures for Silicon Cooling/Power

Marder: 1m what follaws, " Alarm List" rafors io the iR page thet pops up wihen dhe "7 button on the Glabal Alarms page i1 clicked, Clicking the box thad saps "SVE " "IREL " ar
"L pops up semething colled en (Fix Alerm Snmemary Obpece, wiich ix o lod ke o alare list, excepd thaf i suocks.

1. POWER SUFFLY TRIF
Sepiow) A box gaee red and tweets. IT ADDTTION, the bare and stabas beat e the WV suenmary page go red

Fhat shouid wou do? Checl the Alarm Last. From there wou will be able to read what ladder has mpped (B1W2 L2 for a random exameds). Page 218 8227 anmed with thos mfoomemaon and
the expert wil help you recover. Mode: if afier recovery, the iFix alaorses baven ¥ cloared, iy clicking "Rosoi Trgps ia CAENY on tha B8 G0

2 COOLTVG FROBLEMETVNTERTOCE TRTFP
Averpdowy These are signaled by edher of the follewmg

1 The "SILICCH Caaling® baz onthe Por Precess Systems ALARME" page paes red and L0 strers Blare (pan saly be sienced by the crve techs)
2. The stheon seno-alaoms (ocated on the patch panel nrack ZRE04E] emt a koud, mastaned, armewnng beep (can be sienced by fipping the swiich beneath them)

Fhat sioudd pow def The VERY FIRST THIMG ¥O0T SHOTLD Do s check the shcon PE GOL it is shack L e, not counbng down, see below), or 1 @5 spewnng cut LOTS of messages
bke "ATEET' or TLIEGAL," then hit the Silicon Rack Power Crash Button locared vadermeath the sate-slame

T any ewent, page 218 8227 el the cn-vall coobngfmterlock sxpert at 218 3626 They will help you recoser. Af the end of i all, make sure the sone-alarm switches are rebwmed to "T0T
SILERTCED" and the cewe techs bare walenced the Peoceas Svatens alasma,

ote: A pow-severe coolivg problem can be ogralled by a red for yeliow) feeety (71x alarme that iz #ot accomparied by a sono-alzres or a Prooess Betens alomms. Theee are rare
enough fhaf we would fike you to page fhe op-call coolingitrtzrdock eapert al 2185028 5o we cax underatand tie problers.

% LOSE OF HY MONITORING

Syepiows ALL THEEE slicot boxes (SWVIUTELACN) g0 red ared freet af the same fime. The Alarm List shoogs "GULF G comaoanicaton TIOT QK " After some amoat of tme (couk] be
secords, could be muntes), the three aibcon heartbeat bomes on the HY soemanr poge go pugle

What siould pow dof Checle the silicon PS5 GUT and see if it 15 updabing (lock io the upper e comer of the anndoar where it says "next update * It should count demm fram 7, stop bor a fewe
secobids ar 1, then start comnting dosm szair). T seeme to be suck,

Wi a little Jenger, Bee 30 secoreds. I pes bave just recently brned a banch of power supplies <o ar off, wait even lenger, Hee 5 woourtes

itz stdl etuck, restart the GUI by followang fhees instructions Cales posted an the GUILFC — and they eught to be ddentical )

[f the 50T doea net restart pracefidly, page the UL empert ap 2660555

. [Fthe GO restarted OF, the alarmrs sheuld dsappear I thes remain, or f the ST newer seemed to be stuck m the frst place, page the co-call coolngimberlock supert at 21886280 She
wil either take care af'it or tell you how bo take care of &

La el B i

4. LOEE OF ALARM MONITORING
nent: Ciina (0,391 gacsh | = S|

31-Mar-02 Silicon Ops cdf-si-ops@fnal.gov 15



www-cdf.fnal.gov/internal/silicon/scc.html

CDF RUN II COMMISSIONING

Silicon Commissioning and Operations

Orgenizationsl aurherty for t 1y aed from the construction prajects ta operations swhen the Bund slicon detecto T Tt troridsirmg and operat
the m in 2 are arpanissd e part ofthe operations provp beads< by Wioe Linderen ar T Fpaking

The cugrent SPLs |(subpeaject leaders) far slicon are oo Bella, and Chen Hill

Mumber of Integrated and Siased Ladders | T ey 36 20:15:50 M©

g

e T

+ L0g -

Fraction (1)

S .

Jul 01,01 Aug 31,01 Ot 31,01 Dec 31,01 I'I'IEIIDE.EEI

fie o b geen fem

dene o nddress the fl:

renech prepress has teen made b commnizaaning the slicen The codoeniesionieg, hewserar, ie ol wet cearplee. A lat of srotle vedreme £ te

+ SV has enseny hedes mils corerape
o ST 45
+ I5L cenh

Wratking groupe (headad by WELa) have been Germed to Focue warle st epecifc silocn irgnae

# Detector Waremg Groap (WG
+ DAl Weakzp Graug (T3

+ Calibrabcos "Werkmg Growp (G
@ Wianitanne Warino Crrens ORI 08 Savens T1' Aria

CihDocuenents snd Settingschihvagicstion I:laéa-';unz|Ila‘Fmﬂlee*aefa;lﬁ,a]cbmmslrmwcmﬁ.ﬂmmmdD.t = E
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Whoto Call?
CDF RUN II COMMISSIONING

Silicon Pager Numbers

System Pager Numher
Ilain Siicon 218-8227
sticon (Gine Bolla) [|218-9520
sicon (Chris Hilly  ((218-8%40
CoolngTnterlocks  |[|[218-8626
Ead-Co 266-2713
DAC (Lester Miller)||218-9611
DA (Steve MNahn) |[722-7483
Log (Dave Sart) || 722-7265
Ps GUIL 266-0555
Fower Supplies 214-0128

31-Mar-02 Silicon Ops cdf-si-ops@fnal.gov 17



CDF Monitoring Ace Silicon Instructions

Asa monitoring ace, your silicon responsibitiesareto:
1.MONITOR BEAM stability. Take action as prescibed by Silicon L oss Policy stated below:
*|F either LOSTP or LOSTPB exceeds 30 kHz
OR either has spikes which exceed 40 kHz
OR thereis other indication of unstable beam conditions:
*Page 218-8227 (main silicon pager)
*Ask SciCo to notify MCR
2.CONTACT SILICON expert after scraping iscompletetoraise HV.
*Page 218-8227 (main silicon pager)
*Put ACNET beam losses plot in e-log
*Be prepared to run the cratematch perl script.
*Open atermina window on bOdap42 and type the following:
1.cd ~svxii
2..Icratematch.pl
oIf al iswell, result should be "* * * Silicon is Ready to Cold Start! * * *"
3.REACT to loud noises and/or non-green color from I Fix.
*Be familiar with and follow the following specific recovery procedures:

*KNOW what to do in the event of aradiation abort.

31-Mar-02 Silicon Ops cdf-si-ops@fnal.gov 18



Recovery Proceduresfor Silicon Cooling/Power |

1.POWER SUPPLY TRIP
2.Symptom: A box goes red and tweets. IN ADDITION, the bars and status box on the HV summary page go
red.
3.What should you do? Check the Alarm List. From there you will be able to read what ladder has tripped
(B1W2 L3, for arandom example). Page 218.8227 armed with this information and the expert will help you
recover. Note: if, after recovery, theiFix alarms haven't cleared, try clicking "Reset Tripsin CAEN" on the PS
GUI.
4.COOLING PROBLEMS/INTERLOCK TRIP
5.Symptom: These are signalled by either of the following:
1.The"SILICON Cooling" box on theiFix "Process Systems ALARMS" page goes red and LOUD
sirens blare (can only be silenced by the cryo techs)
2.The silicon sono-alarms (located on the patch panel in rack 2RR04B) emit aloud, sustained, annoying
beep (can be silenced by flipping the switch beneath them)
6.What should you do? The VERY FIRST THING YOU SHOULD DO is check the silicon PS GUI. If itis
stuck (i.e. not counting down, see below), or if it is spewing out LOTS of messages like"ALERT" or
"ILLEGAL," then hit the Silicon Rack Power Crash Button located underneath the sono-alarms.
7.In any event, page 218.8227 and the at 218.8626. They will help you
recover. At the end of it all, make sure the sono-alarm switches are returned to "NOT SILENCED" and the
cryo techs have unsilenced the Process Systems alarms.
8.Note: A non-severe cooling problem can be signalled by ared (or yellow) tweety iFix alarm that is not
accompanied by a sono-alarm or a Process Systems alarm. These are rare enough that we would like you to
page the at 218.8626 so we can understand the problem.

31-Mar-02 Silicon Ops cdf-si-ops@fnal.gov 19



Recovery Proceduresfor Silicon Cooling/Power |1

LOSS OF HV MONITORING

1.

11.

Symptom: ALL THREE silicon boxes (SVX/ISL/L00) go red and tweet at the same time. The Alarm List shows
"GUI/iFix communication: NOT OK." After some amount of time (could be seconds, could be minutes), the three
silicon heartbeat boxes on the HV summary page go purple.

What should you do? Check the silicon PS GUI and see if it is updating (look in the upper left corner of the
window where it says "next update.” It should count down from 7, stop for afew seconds at 1, then start counting
down again). If it seemsto be stuck,

1. Wait alittle longer, like 30 seconds. If you have just recently turned a bunch of power supplieson or off,
wait even longer, like 5 minutes.
2. If it's still stuck, restart the GUI by following (also posted on the GUI PC -- and they

ought to be identical!)

3. If the GUI does not restart gracefully, page the GUI expert at 266.0555.

4, If the GUI restarted OK, the alarms should disappear. If they remain, or if the GUI never seemed to be
stuck in the first place, page the at 218.8626. S/he will either take care of it
or tell you how to take care of it.

LOSS OF ALARM MONITORING

Symptom: Little "H" box for SV X/ISL/L0O0 on Global Alarms page goes purple and stays that way for > 5 min.

May also be accompanied by avoice alarm, | don't know.

What should you do? Page the at 218.8626. S/he will either take care of it or tell

you how to take care of it.

"ALARM: HEARTBEAT"

Symptom: Some or al of the silicon heartbeat boxes go purple, but everything else seems OK.

What should you do? If it clears within, say, five minutes, don't worry about it. If it doesn't clear itself, page the

at 218.8626. S/he will either take care of it or tell you how to take care of it.

TRIGGER INHIBIT

Symptom: The DAQ ace wanders over to your side of the room complaining about a SV X/ISL/LOO trigger inhibit.

Since the most likely cause of inhibits are trips, thiswil probably be redundant with all the symptoms of a power

supply trip; see above. However, there may be cases where the inhibit is the result of something more mysterious.

What should you do? Page 218.8227. Handy tip: if you check the iFix Trigger Inhibit Status page, you can

determine which ladder is causing the inhibit and impress the silicon expert with your wicked-awesome

Monitoring Ace skills.

31-Mar-02 Silicon Ops cdf-si-ops@fnal.gov 20



Conclusion

Your main responsibility to silicon is to
help keep It safe.

When in doubt, page 218.8227...
If no response, turn it to STANDBY
(or OFF If cooling problem).

31-Mar-02 Silicon Ops cdf-si-ops@fnal.gov 21



Consumer Monitor s

Kaori Maeshima
Fermilab

ACE Training
March 27th, 2002

e Consumer Framework Overview

e Consumer Operation at Contr ol Room

CDF RUN Il Consumer Home Page
http://www-b0.fnal.go v:8000
/consumer/home/consumer _home .html



How consumer s get data?

Level 3

' (approx. 20 MBE/sec)

Consumer Server/

Logger
Consumers

example of consumer monitors:

el II- | ] S Il_"l 'I'I_ II-: ML I_'\.'I 1TE f ). ..IHI"_'.'_IIII_ II-: . I|'._| uruvlon

{oalibration consumers are the ather type of consumers)

1. Level 3
e Final level of event filtering.

2. Consumer Server / Logger (CSL)
e \Writes events passing Level 3 to disk.
® Serves events to consumer s.



Consumer Framework Components

Consumer Server [Run-ControI ]
File
,—A/,—‘~/ i \ serious errors
", o © =
toring | B 1A Bl & i .
monitoring S S s % Error Receiver
programs 2 2 2 %)
5 5 5 5
@) @) @) O |:|
socket configuration via
push protocol connections ‘talk to’
v v v N2

[server ] [server ] [server ] ,,,,,,,,,,,,,, ﬁ[ State Monitor ]

control room

Web page Web page

clients @
[ ]

1. Consumer
e Analyse and monitor the event data from CSL.
e Send error messages to the error receiver.

2. Server
® Receives ROOT objects from consumer via socket.
® Reports the status of consumer s to the state manager.

3. Display (HistoDispla y)
® Receives ROOT objects from server via socket.
e Updates objects (histograms, tables, etc.) on canvas.



CO Help Page
http://www-b0.fnal.go v:8000/cohelp/cohelp.html

B2l Metscape: Consumer Operator Home Page - 02X

File Edit Wiew Go Communicator

4 = A &4 2 o 3 & @

BEack Forward  Reload Home Search  Metscape Print Security Shop Stop

] W" Bookmarks Q!,L Location: [[http:;‘,flSl. 225 236.1:8000/cohelpfcohelp. html ,,'| ﬁl' What's Related

] # E-Log # Runs last 8 hrs ¢ CDF E-Logs ¢ Consumer Status % CDF Ops ¢ cdf online ¢ cdhome ¢ ACE Info ¢ Phone List

¥ CO Information for Run II

Things every CO should know; the old CO help page still contains some information not ineluded here. Additional information
may be found on the ACE help Page.

What CO’s should do
@ Bunmnglrestarting the consmers. @ %:Wm
@ Bestart the consumer displays % % CIBE| g ST D Toldy
m CCF electronics loghooks (e-logs) Use the Event Display
@ Use the CDF consumer displays to monitor ncomming data or
to look at past s
Consumer Monitors ( Home Page, Status Page, List of Monitors)
General considerations for viewing monitoring plots
m Fhdon m Objecthion
m Trighdon m Beambdon
@ Lurntfon @ Stagel (COT)
m EventDisplay m SFYon
m B Xhon m L3Regionallvlon

FAQs

Lastupdate: 18-Cet-2001 RIT
To update this page, follow these mstmctons.

Securty, Prvacy, snd Legal

= [ 1o0% i i % AP ) wé'a”




How to start consumer monitor s

1. Go to /cdf/peoplel/cdfdag/consumer

director y on bOdap51
(Type : cd consumer _scripts )

_Scripts

2. Type : .IstartMon.sh All < PartitionlD >

3. Server for each consumer start automaticall .

SRl Lunbonghtazpsr SIS
ConsumerInput Begin processing 76B00th record., Run 1370
21, Trigger 97087
ConsumerInput Begin processing 76600th record. Run 1370
21, Trigger 98304
ConsumerInput Begin processing 76700th record. Run 1370
21, Trigger 99263
ConsumerInput Begin processing 76800th record. Run 1370
21, Trigger 100349
ConsumerInput Begin processing 76900th record. Run 1370
21, Trigger 101222
ConsumerInput Begin processing 77000th record., Run 1370
21, Trigger 102133
ConsumerInput Begin processing 77100th record., Run 1370

71, Trigger 103043

Err N - U

Input Begin processing 3900th record. Run 13702
er 16614
Input Begin processing 4000th record. Run 13702
er 28058
Input Begin processing 4100th record. Run 13702
er 40793
Input Begin processing 4200th record. Run 13702
er B3BG6E
Input Begin processing 4300th record. Run 13702
er 86062
Input Begin processing 4400th record. Run 13702
er 79317
Input Begin processing 4500th record., Run 13702
er 92678

BN TrigMon @b0daps2

2100
ConsumerInput Begin processing 10800th record
21, Trigger 99699

z11i0

z1zo

##kkkkkdkkd PREFRED CALTRIGC SUMMARY #kkkkssk s+
number of caltrig errors 1825 after 1

WS

Run 1370

0800 events

2130
2140
2150
Z180
2170
z180
&

I Stage0 @h0dap69

ConsumerInput Begin
21, Trigger 73881
ConsumerInput Begin
21, Trigger 78431
ConsumerInput Begin
21, Trigger 32624
ConsumerInput Begin
21, Trigger 87230
ConsumerInput Begin
21, Trigger 91930
ConsumerInput Begin
21, Trigger 96297
ConsumerInput Begin
21, Trigger 100899

BRSPS

processing 17700th record. Run 1370

processing 17800th record. Run 1370

processing 17900th record. Run 1370

processing 18000th record. Run 1370

processing 18100th record. Run 1370

processing 18200th record. Run 1370

processing 18300th record. Run 1370

LUATION,COMMENTS) WALUES (137020, XMon' ,CONSUME
CE. MEXTwAL, 0, 'UNDEFIMED', 'Mone’}

ot file fdatal/consumer/resultsfxXMon/XMon137020
saved.

ng LifLz trigsers from database, run 137021, O
L3 trigger paths and modules, Done.

Input Begin processing 11300th record. Run 1370
ger 8793

Input Begin processing 11400th record. Run 1370
ger 60811

Input Begin processing 11600th record. Run 1370
ger 99462

processed 200 events in run 137021

ngonaapsr S R

itor: event 351
[SCALED_MOISE_LESS_THAN_D]:
/fhome/cdfsoft/dist/releases/4.2. 0/includefTrac

s/Correctors/DBCorrector. ico

171 on strip E11 Globallibrarylogger mak
arams ()
14-Jan-2002 21:26:06 run

137021 event

9993
DagInfoSet:chip status error
0 phi wedge 2

layer 4 GloballibrarylLogger SivrbInfoSet::se

barrel 0 half

14-Jan-2002 21:26:54 run 137021 event 1017

WS

STRATEGY= 1

EDM=1.935868e-17
ERROR MATRIX ACCURATE

EXT PARAMETER STERP
FIRST
NO, NAME VALUE ERROR SIZE
DERIVATIVE

1 po §,73992e+00 4,1808%e-01 z,20820e
-03 1.48620e-08

ConsumerInput Begin processing 61400th record. Run 1370
21, Trigger 100090

ConsumerInput Begin processing 61600th record. Run 1370
z1, Trigger 101274

ConsumerInput Begin processing 61600th record. Run 1370

z1, Trigger 102540

Mon@h0dapE6 [m]
Input Begin processing 40800th record. Run 1370
ger 96907

Input Begin processing 40900th record. Run 1370
der 9r7z0z

Input Begin processing 41000th record. Run 1370
ger 98317

Input Begin processing 41100th record. Run 1370
ger 99419

Input Begin processing 41200th record., Run 1370
ser 100475

Input Begin processing 41300th record. Run 1370
ger 101B67

Input Begin processing 41400th record. Run 1370
ger 10Z26E0

SIXDMon Silicon/SfB4/W3/L0/C1/586() 14-Jan-200
6:64
run 137021 event 101869
-2 Bad ADC Yalue: MNedative pulse height: -§
FIEs do not subtract pedestals in this run,
therefore this is either a bank unpacking erro

or the FIB channel with fib_id0o

228 fib_id1

does not conform to the RunZVi_3BS ADC repres
an scheme.

SIXDMon Silicon/SfB4/W3/L0/C2/532() 14-Jan-200
6: 54

Tun = 137021 event = 101869
QMon@h0daped 0 x|
erInput Begin processing 74900th record. Run 1370
igger 95889
erInput Begin processing FEO00th record. Run L1370
igser 96925
erInput Begin processing 75100th record. Run 1370
igger 98061
erInput Begin processing 75200th record. Run 1370
igger 99080
erInput Begin processing 75300th record. Run 1370
igger 100373
erInput Begin processing 75400th record. Run 1370
igger 101436
erInput Begin processing 7EE00th record. Run 1370

igger 102551




Consumer Status Page

1. Before attach a consumer to HistoDispla y, make
sure that the consumer appears on the

consumer status page (minim um 10 events).
http://www-b0.fnal.go v:8000/consumer/

consumer _status.html

Eull Hetscape: Consumer Status Page - O X

File Edit View Go Communicator Help

4«4 =« A &4 =2 M &+ & 3

Back Faorerard  Reload Hame Search  Metscape Print Security Shap Stop

H " Bookmarks Location: |http: /Awmmw-h0. fnal. gov: 8000 /consumer /consumer  status. html i T What's Related
I B L -

jl # E-Log 4 Runs last& hrs ¢ COF E-Logs o Consumer Status _¢# COF Ops ¢ cdfonline ¢ cdhome g ACE Info ¢ Ph

List of Servers

Brams of Conswnerserver Processes:

# of Events

Consumer ‘Hostmame Port ‘Fun number g
processed

S erver Stams Tl.me

éMon Jan 14
52’1 25725 2002
Mon Jan 14
52'1 2456 2002
on Jan 14
i21:25:.03 2002
Mon Jan 14
52’1 2454 2002
Idon Jan 14
52'1 :25:30 2002
IMon Jan 14
52’1:25:5’1 2002
Mon Jan 14
52'1 2438 2002
Mlon Jan 14
i21:25:16 2002
on Jan 14
52’1 2450 2002
don Jan 14
52'1 25:34 2002
Mon Jan 14
52’1 2450 2002
Mon Jan 14
52'1 2430 2002

Beanbon H0dap66 fusl.goy 9092 137021 9560 Ruaning

DAQMon b0dapsd fralgov 9091 137021 9570 Running

LumMon b0dap7 fnalgov 9092 137021 9750 Running

Objecthon b03apS6 fual.gov 9091 137021 7330 Running

SVISPYMON  b0dsp06fnalgov 9091 0 0 Running

SVEMon b04ap86 fusl.gov 9091 137021 3473 Ruaning

Silibon b0daps7 fnalgov 9091 137021 330 Running

Staged_ b0dap69 fnal gov 9092 137021 2300 Running

Trighton b0dapS2 fnal.gov 901 137021 2030 Running

Khon 00dap70 fuslgov 9091 137021 210 Running

Yhion H0dapS1 fusl.gov 9091 137021 750 Ruaning

éspymnn_test gbﬂdaPGSa.fnal. gov 59091 U [J Ru:n.mng

Last Updare:hlon Jan 14 21:25:51 2002

= 5 e o2 23 2




How to start HistoDispla vy

1. Go to /cdf/peoplel/cdfdag/consumer

director y on bOdap51

2. Type : ./startDispla y.sh All

3. HistoDispla ys appear on top and bottom
screens of bOdap52, 55 and 56

_Scripts

= x

Consumer Host:port Run Ewvents Status

DaGkon hidapB9.fralgow:8081 137021 10510 Running :l | 5

Lumbdon bOdaph7 fnal.gow:3092 137021 10830 Running fniral[COTdStantilime] Slidel

OhjectMon bOdap56.fhal.goyv:9091 137021 8100 Running Wiew Options Inspect Classes Help
SWTSPYMON bOdap06.tmal.goy:3091 1} 0 Running - -

Sy HMon bOdap66.fal gov:3031 137021 3521 Running YMon #58 COT Central COT Start Time Slide

Silikaon hidaps7 fhal.gov:9081 137021 410 Running

Stage0_ MFELENGELGmSER TSl EEldl Gy Run:137021 Event: 114908 # of Events:890 Time: Mon Jan 14 21:31:09 2002

Trighdan bOdapse fnal.gov:9091 137021 2400 Running

Hhlan hOdap70.thal.goy:9091 137021 230 Running

Yhdon h0dapal fmal. 191 157021 G30 Running _J 297 events i 297 events — 297 events — 297 events
Update| Open mE uf

wf

gl CDF Consumer Display Main Frame =r ur

FEile List Tree Connection

CDF Consumer Display

Add Input Stream
 Memory Map File
€ Other ROOT File ot
@ Socket Connection I
Mame of File / Socket Server.Port L)l

i

up

ur

w0

N Lol

| Open !

100 200 300 400 500 400 oo SO

[
0 10 200 300 400 Ea0 400 700 EO

]
0 100 200 300 400 &80 A0o oo Eol

]
0 10 00 300 400 E00 €00 700 O

Choose | Clearl

29T events

fooras st

297 events

bt T 7

297 events

v st

29T events

DVMDn
D Slicles

[ sligecoT

™ Automatical Update
| Upclate fult Ganyases

Update Delay (msec) |5nng

Update |
Fause |
Clear |
Print |

Beset |

[:I Slide Calorimeter

[:I SlideForward

[ 8lideHTOC

[:I SlickeMuon

: D Sliche Shower Max

i D TOFAve ChargeTime Canvas

Histogram

Zero |
Re sturel
Conte m|

r\‘-

Opened bOdaps1 . fhal.gov:9081 S

0 100 200 300 400 0D 400 OO GO
sharinme

0
0 100 200 300 400 EO0 @00 FOO GO
shrtTme

W

T

0 100 200 300 400 00 800 700 8ol
sharinme

[
0 100 200 300 400 00 €00 70O GO
shrtme




How to start Event Display

1. Go to /cdf/peoplel/cdfdag/consumer _scripts
director y on bOdap50 (left most terminal).

2. Type : .IstartEvd.sh < PartitionlD >

Bl CDF ED Manager

[ 1 ED Control Panel

= Loop IMWDH Mode Flag |
CDF Run IT Loop Control
Loop | stop [0 see
Event Display
Prototype

‘Eanel |hDdauBZ(ﬂa\gnv

B COT display 1

File Edit ¥iew Opfions Inspect Classes
Evert Optins Select Cits Histograms

S
Help
COT ED Help

-~ Event Handling ——
Next Erewnuﬂ
skip | [o

~ Zoom

=

-~ Select Buttons ——
View
Hit
Segment
Track
Paricle
MC Particle
Region
~COT Cuts

ta 0.00000
LE 2047 00

Comection[~

Iuon Cuts
dnit dist [10.0000

[0 display 1 [eot 1 EES [x=-586, y=477 r=1 D2e+03, phi=151 352

7

[ Winciow Mode [ elest view Mode [ Eta_min: B2 | Eta_max: |

[Et_min [oom | A

| Bl LEGO PhysicsTowers Et 1
File Edit View Opiions Inspect Classes

Event Options Select Cuts Histograms

SEE
Help
Lega ED Help

SN Event: 109064 Run: 137021 EventType - DATA | Unpres
Newt | Previoug
skip | [o

~Select Buttons
View
Pick
Towrer
Cluster

Jron mode: (

Phi 293 Thela

[Fecveow [a0

iy
[[wincow Mode [ Selest View Mode [ Eta_min [=7 [ Eta_ma: 7

Et_min [o.001 | 4




Odds and Ends

e Tell the CO the partition ID on whic h you start
taking data. In general, it is a good idea to tell
CO when you are starting/stopping a run.

e Check “UselLe vel3Manager” is enabled in the
Run Control. If not, conumers can not start
running.

] | | L
| | | -
| | | -
| | e v

e Please help COs.

e Old root files (monitor output files) can be found
In /datal/consumer/results/xxxxMon area and
older root files can be found In
[cdf/cdf-cf-datal/results/xxxxMon  area. One can
use the same HistoDispla y GUI as used on
online to view these root files.

e \When you find any problems in consumer
monitor s in general, please notify us,
consumerframe work people:

(send mail to maeshima@fnal.go v,
page:online monitor 266-2705, etc...).



DAQ Training for Silicon

Steve Nahn
Ace/SciCo Training
Today

Purpose:To readout the 712 kChan Silicon detector.
(For this talk, there is no difference between LOO, SVXII,
and ISL)

Emphasis on differences from “Normal” DAQ

Friendly Advice:

e Learning about how things work will save time
and earn Glory and Praise

e Your SciCo is NOT an expert. Don’t let them
waste too much time theorizing, call a real expert.



— Control Path — Data Path — Power Path

TSI, Clock
Second/Third Floor
T First Floor
N
S \V/ \V/ vV 6 Crates x 6 VRBs SVX
R R F R
C B @) B 3 Crates 16 ISL 6 LOO VRBs
- One SRC
y
A A A __¥

- - Splitter Rack

i Collision Hall
(| S )
V F E F 4 Crates x 9 FIBs SVX
X I F |
B o B 4 Crates x 5-6 FIBs ISL/LO0O
C
P -«
(U "m Y,
DOIMS
\/
Junct'n |4 8 Crates 72 PS SVX
Box CAENPS 8 Crates 32 + L00 PS ISL
Hybrids Chips 72 Junct’'n Box/PC SVX
vy 30 + 6 Junct’'n Box/PC ISL
|’ PORTCRD y %
Z
Z /
Z
1
Cooling, Support, Interlock




What is Silicon DAQ: VME components

e 17 Crates: 9 Vrb crates bOsvx00- 08, 8 Fib crates
bOf i b00-07 , One (SRC) bOsvx02 connected
to TSI

e SRC fans out all trigger decisions, fans in all sta-
tus conditions- TSI timeouts and errors only come
from SRC (bOsvx02) even though problems may
be elsewhere.

e MVME controller only does initialization, monitor-
iIng, and X Mode calibration analysis - Readout
taken care of entirely by hardware (and EVB after
L2A).

e Vrbs are integral part of front end, involved in L1
processing, and are used with BOTH Hardware
and Software EVB



What is Silicon DAQ: Non-VME components

e ~ 6000 chips spread over 557 HDIs (aka “ChipChains”),
115 PCs

— n chips/HDI initd by (197 x n bit) bitstream
sent via Fib

— 46 deep pipelines (42 crossings + 4 L2 buffers):
L1DONE = freed buffer signal SRC — TSI

e 115 Power supplies in 16 CAEN crates controlled
by one VME crate.

— All accessed by IFIX via the PS GUI

— “Power up” conditions (currently) =
EXPERT && COOLI NG && BEAM OK
Changing as we get experience



e Other
— Cooling and Interlocks controlled by IFIX

— Radiation Monitoring System tied in with AC-
net, feeds back to MCR

— RASNIK & Inchworm alignment systems con-
trolled by stand alone systems, logged by IFIX



Software Tasks for Silicon

e Run Control

— Initialization: Download VME and chip param-
eters from HDWDB, RUNDB (SvxSet ), pedestals
and thresholds from CalibDB (DBBr oker )

« Chip Initialization Error
(MLE) bOfi b00: Messenger: 8:09: 30 AM >Error
Initializing HO Slot 15 Chan 1: SVX Bl1Wa
Action: Check Power, Try Again

x VRB wacked out
(MLE) bOsvx00: Messenger: 6: 03: 23 AM >VRB
Module ID!= 3 Slot 18
Action: Reset that VRB (Do not power cycle
crate, clean up EVB, etc).

— Monitoring



x VME parameters and Occupancy published
at 0.01 Hz. GUI soon ready for prime time.

x* No CPU = No Event Counting = End of
Run Summary show:
(EOR) bOfi b00: triggered O/readout 0O/sent

O events

x Board error/status bits published on HALT
for error diagnostics
(MLE) bOsvxO07: Messenger:7:34:19 AM>Si |icon
Ti meout : ! DONE- Slots: 16:f420
(MLE) bOsvxO01l: Messenger:5:32:23 PM>Si|licon
Ti meout : BUSY- Slots: 20:ela0 18:el180

— Calibration: Several Run Types (Pedestals, Thresh-
old and Gain Scans) being developed in both
X and D Mode to calibrate the detector in the
RC framework.



e SVXMon, SiliMon consumers (LBL, Liverpool)- Ex-
haustive online consumers makes Pulseheight spec-
tra, Occupancy histos, monitors for data format
errors, etc.

e PS GUI for PS control (= IFIX)

e CDFVME software for Expert Diagnostics



Errors and what they mean

e General

— TSI Timeouts (BUSY or DONE TO) always from
SRC (b0Osvx02) though problem may be else-
where.

— HALT = all boards queried and status pub-
lished (VME GUI, Error Handler)

— 15t line of defense = HAL T-RECOVER-RUN

— The ONLY time to reboot a fi b or vr b crate
IS when it does not respond to a RC transition
N.B. Failed Chip Initializations can take a long
time

e DONE TO- Data did not flow from chip through Fib
to Vrb after L1A- almost never happens, usually
because a PS tripped



e BUSY TO- The EVB has stopped reading Vrbs
(problem in SCPUs, the ATM, or Level 3). When
EVB stops, Silicon VRBs become BUSY before
the DAQ Vrbs

e ERROR TO- Some VME board told SRC to pull
CDFERROR
— Operational problem (Fifo overflow ...)
— Data format error (Events unsynchronized. . .)
e Reformatter Errors- Data corruption/Bad ladder
= reformatter cannot decode detector ID. If per-

sistent, either the PS tripped or a ladder has gone
south. Call expert.

e Erratic “Silicon Related” Errors
Check configuration (ex: ACE_SVX_ONLY):



1. SvyxSet #= None
2. UseSr ¢ selected
3. I gnor eBusy deselected

4. All 9 Silicon Vrb crates included
All Vrb crates must be included, though you
may drop troublesome Fib crates.

e Power Supply and Cooling trips - Call Expert

e Consumer Reported Errors- UnSynch’d pipelines
= HRR

Experts tend to keep an eye on the Shift e-log, and
there is a special Silicon e-log as well, where solutions
and operations are discussed in more detalil



Who and Where to get help from

e Generic
Si Ops Pager 218 8227

Problem report | cdf-silicon-op@fnal.gov

e Silicon Experts

Si Ops G. Bolla, C. Hill
Si SubOps S Nahn, L Miller, A Hocker, J Nielsen
DAQ S Nahn
Slow Controls | A Ivanov, A Hocker, M Coca, Eva
Consumers H. Bachacou, T. Shears
Other Cast of few

e Web

(/ si=http://ww cdf.fnal.gov/internal/
silicon/silicon_conm ssion)
(/ bO=ht t p: / / ww\«+ cdf onl i ne. f nal . gov/)
Offical / si/daq. htni
Needs updating / b0/ ace2hel p/ svx/svxl nfo. htni
Needs updating / b0/~ svxii/runii/cdfaces/ace_daq. htm

Do NOT hesitate to contact an expert. When in doubt,
call the Si Ops Pager.



Run Control

How to start, configure
and operate CDF
Run Control

W. Badgett
Run Control &
Run Configuration
27-Mar-2002



W. Badgett

Run Control &

Run Control, main window Run Configuration

=i Fun Control State Wanager
File Partitioning Parameters ‘ool Proxy

DAQ State Manager selected

FRun Control Status:

State: ACTIVE Transition (none)

Partition: 2 Run: 141657 (Ox22081)

ACTIVE 7718 Events (L2A)

Mo errar conditions 0 Calib Events

AAA SHNE6_ CURRENT 341 (L3A) yet

Trigger Inhibit Status: SET BFLD SVX COT TOF CCAL

TS Status: OK Error @SiLiTO @Lzm0
RunType: Physics DataType: Beam data

TringerType: PHYSICS.1.01 [2,270]

rAccelemtor Stalus

Stare Number 565 EO: Low Beta Current 4.4 1E12
Tevatmn Current 49 E30 Tewalron Energy 4.9 E30

BO Luminasity 14,3302 Hz. B0 Integrated Luminosity 103.4 mA
BO Live Lumindsity 3010.4 1E09B0 Integrated Live Lum 1,902.2 AMPS
BO Proton Losses 9786 GeY BO Antiproton Losses 12.9nb-1
Accumulator Stack 86 nb-1 Outside Temperatum 40415 He

Fast Bunch Integrator PNG 76.2 DEGF Fast Bunch Integrator ANG 192.2 1E09

27-Mar-2002

Main Run Control Window:
Includes RC State Manager,
Configuration pull-down
menus, Run Control Status,
and Accelerator Status panels

Start Run Control:

setup fer

rc
(ace uses cdfdag account)
Just 3 steps to run!
1. Select State Manager
2. Select Partition
3. Select Configuration
Run!



W. Badgett

State Manager Selection R Comirmie

27-Mar-2002

Run Control State Manager

e Select State Manager:
ammmcumn (@1 sUsually DAQ
Coa *GenericCalibration for
&> e — calibrations unless
specific menu item for
given run type: e.g., QIE
Calibration
Source, TDC testing are
primarily for experts

s < The State Manager
e determines the flow of

State: START Transition (none) .

No Partition Selecied Run: Undefined t I h |
UNDEFINED No Events (L24) yet control wnen cyciing
No error canditions Mo Calib Events yel

DAGQTEST Mo Events (L3A) yet h h

Inhibit Status t roug ru nS

TS Status: @ Error @sSiLITo @210

RunType: Physics DataType: DAQ Testing

Triogeriype: null [0,0]

~Accelerator Status

Store Number 1,130 B0 Low Beta Current 1.225.5 AMPS

Tevatmn Current 0.4 1E12 Tevatron Enemy 9791 GEV

BO Luminosity 0 E30 BO Integrated Luminasity 73.4nb-1

BO Live Luminosity 0 E30 BO Integrated Live Lum 64.1nb-1 3
B0 Proton Losses 23.1 Hz BO Antiprolon Losses 693 He

Accumulatar Stack 67.9mA Outside Temperature 26.8 DEGF
Fast Bunch Integrator PNG 23.9 1E09 Fast Bunch Integratar ANG 111 1E0D




W. Badgett
Run Control &
Run Configuration
27-Mar-2002

Select Partition

Control State Manager

ng| Parametars Enable Proxy
Partition

Book Resources (reconcile con‘w,
Select Resources (manual interface)
Close Partition

Select partition

\ Select or view

resources
manually

View Partitions
Print Partitions
Rejoin Orphaned Partition

Show Reply Ack Window

Each Run Control Session
must be allocate a Partition

£ _ Each front end crate belongs
' to no more than one Partition

State: START Transition (none)

No Partition Selecied Run: Undefined

UMNDEFINED No Bvants (L2A) yet

No error canditions Mo Calib Events yel [ . .

DAGTEST No Events (L3A) yet P t t t ”

Inhibit Status BFLD S COT TOF CCAL ar I IonS reven CO ISIOnS
TS Status: @ Error @sSiLITo @210

Trggerrype: null 001 TR between sessions

~Accelerator Status

Store Number 1,120 B0 Low Beta Curment 1.226.1 AMPS

Tevaton Curment 0.4-1E12 Tevatron Enerngy 0701 GEV

BO Luminasity 0 E30 BO Integrated Luminosity 73.4nb-1

BO Live Luminosity 0 E30 BO Integrated Live Lum 64.1nb-1 4
B0 Proton Lossss 86,6282 Hz BU Antiproton Losses 150.1 He

Accumulatar Stack 672.9mA Outside Temperature 26.7 DEGF
Fast Bunch Integrator PNG 27.6 1E09-Fast Bunch Integrator ANG 112 1E0D




W. Badgett

Partition Selector R Comirmie

27-Mar-2002

Select Partition:
IS free
IS owned by another
*Green IS yours
*Mouse over to display owner
and hardware/software status

*0—7 are hardware partitions
«8—15 are software partitions




W. Badgett

Resource Selector R Comirmie

27-Mar-2002

CDF Resource Selector Partition 0

R Il Select Resources:
Grate: WCAL.04 i is entirely free
Crate: WCAL_05 . .
Crate: WCAL_0 *Red is entirely owned by
Crate: WCAL OF L.
Ga s anoth(_er partition
ﬁE)CtNE partltmnzadgett. bOdap 13 fhal.gov 14246 badgert_ g .Blue |S partla”y Owned by
% o by iy iy A [ — _| | another partition
Failed to book resource L2GL - . .
ResMar | IS partially yours
im_l I;T: H“|_§:|i an *Green is entirely yours
e ox M| Musc HTOE :
ac | S x| = ” S *Mouse over to display owner

__\ SEve NEEEN | | Click to book/unbook
= e Lme L ems sl e piohtclick for more info




W. Badgett

Selecting Run Configuration

Run Control &
Run Configuration

After selecting a
configuration,
you'’re ready to
start a run!

Run Control State Manager
File Partitiofiing | Param

ters | Enable Proxy

27-Mar-2002

Salect Run Configuration

Select predefined

Edit ar View Run Settings <
Print Run Configuration
Add Comment 10 Run Databs

Refresh from Hardware Database

Edit ar ¥iew Consumer
Enable/ Disable validation Veta

Enable; Disable Auto Recoveries _|

Reset Luminasity
Stop Luminasity

Manually Override klﬂg_r Condition

: Reset | —

Nabort | —

run configuration

| Edit or view
run configuration

Frank sez:
“This is the
ace’s most

important duty!”

-Run Control Status

State: START

No Partition Selected
IDLE

No eriar canditions
DAGQTEST

Transitiom (none)
Run: Undefined

No Bvents (L2A) yet
Mo Calib Events yel
No Events (L3A) yet

Reset or stop
luminosity counters
at beginning and end
of shot

TS Status: OK @ Error @siLito @L2T0
RunType: Physics DataType: DAQ Testing

TringerType: null [0,0]

~Accelerator Status

Store Number 1,130° B0 Low Beta Current 1,226.7 AMPS
Tevatmon Current 0.4 1E12 Tevatron Enemy 979.1 GEV
BO Luminosity 0 E30 BO Integrated Luminasity 73.4nb-1
BO Live Luminosity 0 E30 BO Imegrated Live Lum 64.1 nb-1
BO PFroton Losses 2.401L8 Hz BO Antiproton Lasses 693 He
Accumulator Stack 682 mA Outside Tamperatum 26 DEGF
Fast Bunch Integrator PNG 29.3 1E09 Fast Bunch Integrator ANG 11.4 1E0D




W. Badgett

Run Control &

Run Configuration Selector Run Configuration

Run Type Selector
1 Configuration Selector
@ ] Aca
¢ [ Calib

2ot i

¢ O cor
ICOTCALIE_ACE
COTCALIE_BOCOTOZ

COTCALIR_DEDX
COTCALIE_CRE

COTCALIE_ORE_49
COTCALIE_TEST

| | COTCALIBE_TESTZ
@[] LED
@ [ Laser
& [ Muon
@ [ GIE
@[] SRC
@ [ TD0C
& [ XEF
@ ] Cosmic
& [ DagTest
&= [ Private

Al 26X36_CURRENT
CLC_ZEROCELAS

Salect Cancel Delete

27-Mar-2002

Select from predefined run
configurations

*Ace directory contains all
physics and test runs for the
Ace, and is maintained by Ops
Managers

*Cosmic directory for Cosmic
Ray runs

«Calib directory contains
calibration configurations, and is
maintained by component
experts in subdirectories
*Other directories for private
testing purposes

Or create your own configuration!

38



W. Badgett

Run Settings Window, stanc

Run Control &
ard Run Configuration

A_3Era6_CURRERT Owner, BUN_LISER

Frmams Create Topgess DalaType bookdres inhilsts

HjgjiTy g [P‘l'r'.'ilr_'\

1% fumbfsie | All || Mexmn

il ¥ Lbsnn i alke
[ wni e et | LB by
Niosnfdd Coun ol b Frle L il | oS ey
1R 1k Tl G L= 1
"l"| TRSe=iT !
SV NO_PEDS | CalorCaitey
| E}Elﬂm’_ﬁhﬁﬂ_ﬂﬂ ¥ WEB(HamiEul) - v RuamBnmber 0L 0t

Anba L2 ferept O A L2 ALT

TR T v kb F7

i o e 3 | e HETH

27-Mar-2002

Aces should know all
options on this window

At |7 Rt ® L2 Frocessars

Ol o e CTLRHTTL I | Dijgmin 1 Clailgaie 3

led vl e (g wd % 6 [E?

— PHYSICS Lo (7,270}

Global DAQ RunType

(nom)

Lo @ StapciaedoFree) O Gl Fiseed Pejiael o CabibEsrernal Tog o Calil sve ) Calib Conrnuans o Sl

|'-f_'|.'.||.|'|-1|.: TouE i) 8

R I E R = ST

1 Trigger Table, coupled

=

CalorCalibSet, when
Plug source,

LA Wil =
-
EFTFRS =
5
50
il
il
&
3d
ST ST R EEAMPIZH
CLOCALR
s CLCCALE REAT
i LIRECITMALIICN
- il i YRS
< Al <= CHECTMON
GILIMCN
== Bpine == i <
I L
| Rt T
bl Caait I (T
4 CES_TEST_Bi
|t [ 00T TEsT 29
T Frri ;‘LE‘E:I_DEEH:L‘N_C-'I
| |Poal solres_ o
< Ard == | Tomomimon o
TOCTEST a0
o RIFTIOWE
-

LED, Xenon run types

SVX Set, when SVX is used
Usually FIBTEST

Consumer Selection
(calibration run types only

for now)

Front end crate selection
Move to left to include

9
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W. Badgett

Run Settings, Expert Options

Run Control &
Run Configuration

(o Lsetn vl Usescale fir sl v Usalenl IMabager ¥ Usebior-mndizr
] T UseSsawCantal | Myronblode 71 L 1Easiy [ mmamEnoe T Ignarediusy 7 Emabl=Fd
BT - -1 ==
| [hisakilod raims 1= Dizahlel W alib 1=} sjmnn__:_n ¢ i Mﬂlu:h _ |gmami: _| Loadde EFRAM
|| Lar L AR |1 LoarlEr Tl ¥l doacdiiar s i DasFramici
Bun e ;H'Iﬁl‘!ul:i T Tyt PHYSHIS_ 1 0¥ [ ro)
gy et Sy MO PEDIN Cadnrlali i e
dutpine T EibermetEenEely  F VEEHAIEVEY 17 Runrumiber O Dlagrostiegank [ EmaDanks
Ll bl Cm Siamdaid Frsdy O Calit Fon Parod 0 Calib Exeamal Tolg 0 Calit Ve Calib Continanis: ) SoMwans
L Mschs 0 ALDE L2 ACCOpE o AWEE LEALT ) Am L B 8 L2 PODeLEas
ChEtp o LEITIRATT Chapenar 2 Uit o7 Ciuigmt < Ciaregm % LETI R Ciott oot ]
L ek || AN o e EE | | e B | TR gE ke Eauw [Ei Far ki Fia ki
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27-Mar-2002

Expert options can be
enabled from the File
pull-down menu

Many expert options
are triggered by the
selection of other
options or the addition
of crates

You may be asked to
take special runs, e.g.
MyronMode with
L1Early, which are
only available in the
expert options

10
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W. Badgett

Trigger Inhibits

Run Control &
Run Configuration

|_I: Ii_lmu:l: Cargle  [oggers - Datafyppe= Lonka

U g moae Il lang

27-Mar-2002

Inhibits normally used
only during physics
(colliding beam) runs,
otherwise set Ignore
Inhibit to true

1] [T J 1540 08 no (5. I
K sakeet |mlhit Disahi Mask - " '1
I [N1S WTE L Hrr ey i — TR WA T I Liliik
Expenil
alil || AT ireily |
1 i
FunTyos | PHFEICS wd | 1Tyt Ty PHYSECS. 1 02 [Redri|
Wi | WL MRS b ] M N i =
Ut | Ethernetsefiiund ) VRIKHeEVES o Ruekamber 00 e
L1 sk Sramdel Fesdd - sl Flaod Perlod Calils Exroimal Towg Ol 5vx Calils Copeimmsnies ) Sofwim
U7 Mimbs o DAEEe L2 Actepr Ao B2ALT s P Reject o L2 PEocensirs
Dyt Liutgnd 1 IR L e iUﬂIl.lll'- 4 Lt i A Chiipt S I Lt it & LhitpiT
RESRIimE AN [ares g oeg | (G als |4 25 | |¥E o7 fB B leie i || H a3 letd 2s
Parmimieiei walnpe
Cifeeroey
R 16777015
WEyEnTS il
AunSach arireer =l 50
PR (]
s q
bR
Cabbinrarval E
Faerval o L] R -
Crnamary 0 EAMMOH
(L ZCAL 1
=) ] AR SR AL ROIT 1
£ —LERECICRAL MO |
....... SN T ] 1
< Ardd {CHEECTMION !
e = =
= RO = S AGEN I"
TEML —=
—orime il
O Gl LA pucsen_na
N L TG LiEsTesron
E!Q:'_a,:_m Civiien Al Cjofiss ]::E{)jT_'lfg‘l’_:.‘_l
1] E3AL03 P | LEVELE DRG]
[ [t TR 1T ST
o GoaL cw Al <« _ENT_MONITOR 0
Tl [ ] TOoTEST B0
i (L o REE
=] i i

Inhibit sources are tied to
the crates and
components you have
chosen, and are selected
automatically

In an emergency, you may
have to disable misbehaving
Inhibit signals

Inhibits cause data taking to
stop, watch event rates and
Inhibit LEDS

11




W. Badgett

. . i . Run Control &
Trigger Inhibit Disable Masking Run Configuration

27-Mar-2002

= [rigger Inhibit Disable E=|=lES]

Selection for Disabling Trigger Inhibit Inputs
A checked box DISABLES the inhibit function for that component

|| BFLD 7] CCAL eLe v MU

options are

not yet working and

do not contribute to
iInhibits

Select which components
should be disabled from
providing an inhibit signal

Jonatron sez:
“Inhibitions are the
Ace’s most important
duty!”

12




W. Badgett

Data Type Selection

Run Control &
Run Configuration

E{'

27-Mar-2002

Pull-down menu in Run
Settings window selects
data types

when colliding beams are

Select Beam Data only

in the Tevatron

Use DAQ Testing when
just exercising the system

i L
| Cosmucfay 2] :
B il - bl Il.l'! B.I i i giiimie | iligh k
Pl Ay Tesne (2] . E )
Cone - Dnad) Testing, Iomeme | Wil
T DA Testg, not s disk 5] S
Runtyo= | Mhysics = TrietE Ty PHYSEIS_ 1 02 [2.270)
wiwT | S PC_PEINS L (nijis)
Ut | Etbernetsafiiund v VRIKHSEWES o Ruekamber 0 e
L1 Busks o Srapdard (Feadd sl Flaed Pated © Calds Foeinal T Calils vy
U7 Mimbs o DAEEe L2 Actepr Ao B2ALT s P Reject o L2 PEocensirs
Dyt & Lt 1 (g 2 |(JuILnr. | Lt A Chiptpnt S Lhirpigt
RISk AN [IMeres g ory | ne s | (e es | |25 ey | | 28 eh | e wa |(de ] IS U
- Paramieief Walop SN
Citeerory
R 16777015
WEyEnTS il
fRonssthairmns| 50
LEFRl O f]
fweih] a
[EhbHipe
Cabbinrarval E
Faerval o L] I
Crnamary EAMMOH
(LTCAL
CC TN Al e ICLTEALIE ROCT
| = —LERECICRAL MO
....... SN T ]
< A« (CELECTMIN
> 1‘;;[“1 b T SLN U
e ST AGED
ﬂﬂ" .l'\-
o [ 7oA 00 ClaEs ]_! TR
P G T | TEaT_an
qu_a,:_(\_: el Al NS T | oot TEST. 2740
O‘.‘#.i_.,'l' v L LEWELE DECIROAL 0]
CCAL G | PCAL SOURCE 0D
[ """C.-I.i. kil a= Add <= AT MONIT O )
|_‘| AL ; ] 7o TEST B0
mles e REMIOVE 2=
[] ciwL_oe o

Tony sez:
@ “Selecting the )
Data Type is the
Ace’s most

%ant Duty
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W. Badgett

Trigger Type Selection

Run Control &
Run Configuration

Ownen BUN_USER

alype tookama Inhibiis
Setn :

Lo L7 Speial Trigge: Types (lecanpbed tom 13)

a5l |k i

27-Mar-2002
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iy

Select coupled
Trigger Table here
for normal physics

running

™

Select decoupled
tables here for
testing purposes

Coupled tables
are fully
specified from
Level 1, Level 2
through Level 3

Synonyms:
Trigger Type =
Trigger Table =

Physics Table | 14




W. Badgett

] Run Control &
Decoupled Trigger Tables Run Configuration

27-Mar-2002

Trigger Type Selector
Select a single row of parmamet=rs from the list of choices below
PHYSICSTABLE TAG| L3 | DESCRIPTION | CREATED |
COMSICS_NOTRACKS |3 1233 4.2.0 cosmics table 2001.06.05 1=
COMSICS_NOTRACKS 2 232 [4.2.0Nulltable 2001.06.05 |3
COSMICS 6 1233 4.2.0 cosmrics table 12002.03.25 |2
COSMICS 16 232 420 Nulltable 2002 03.25 bk
COSMICS 15 1233 4.2.0 cosmics table 2001.08.21
CosMICS 5 [232 4.2.0Nultable 2001.08.21
COSMICS NOTRACKS 13 233 4.2.0 cosmics table 2002,.03.21
COSMICS_ NOTRACKS 3 232 42 0Nulltable 2002.03.21
COSMICS_NOTRACKS_NOUNPACK |2 1233 14.2 0 cosmics table 2002.03.21
COSMICS_NOTRACKS_NOUNPACK 2 1232 42 0Nulltable 2002.03.21
Cosmmics_All |2 1233 /4.2.0 cosmics table 2001.06.05
Cosmmics_All 2 1232 42 0Nulltable 2001.06.05 =
DIFFRACTIVE TEST NOSPIKES 1 1233 14.2.0 cosmics table 200202 28 e
Select None Cancel
Lots of decoupled trigger table None is a valid option when
options,due to combinatorics of using the calibration trigger
unspecified Level 3 paths

Kirsten sez:
“Level 3 Rules!” 15




W. Badgett

i Run Control &
Coupled Trigger Tables Run Configuration

27-Mar-2002

Trigger Type Selector
Select a single row of paramet=rs from the list of choices below

PHYSICSTABLE |TAG! L3 | DESCRIPTION | CREATED |
PHYSICS. 1.01 4 275 Added new path AAAAA ALL RECO to termporarily sol 200203 22
PHYSICS 101 3 271 Physics_1_01 v3 Track Mass correction 12002.03.20
F‘HTSICS 1 Cll 2 [2F0] F‘H"r‘SICS CI Cll 1.fE 4 3 CI DrDr.lr.lEd L2GlobalTrigger i... 2002.03.13
PHYSICS_|LL3_AUTO.1_01 1 |273 PHYSICS._L3_AUTCL1 01 vl l2002.03.21
PHYSICS_TEST_1_01 7 |272 PHYSICS_TEST_1.01 7 including ALL_ RECO_ELECTR... [2002.03.21
PHYSICS_TEST_1_01 6 |29 PHYSICS.TEST_1.01v6 4.3.0 12002.03.13
PHYSICS_TEST_1_01 5 268 PHYSICS_TEST_1.01v5 4.3.0 izm_qg_.ma_._ms_
ST _CALIERATION 4 274 Testtable for S¥T-Only calorimertry and tracking are . 200203 21

Select None Cancel
Coupled Trigger Tables are used for real Your Ops Manager will tell you which
physics (colliding beams) running one to use and which are for special
test runs

Greg Sez: “Selecting the correct Trigger Table
is the Ace’s most important duty!” (plus bringing
Greg Krispy Kreme doughnuts) 16




Crate Editor

W. Badgett
Run Control &

File Browse Create Triggers

Run Configuration
27-Mar-2002

CrateEditor shows
which cards will be

read out, grouped
by bank

ICCAL_00
| SMXREADOUT_00 CES, 1
[L] SMXREADCOUT_01
lz‘ SMXREADOUT 02 =Chasen All'Choices=
Edit
<< Add <<
> Remove >
[16] ADMEM_00 CEM,1
[[] ADMEM_01
[ ADMEM 02 =Chasen All Chaoices>
Edit
=< Add =<
== Remowve > |
[17] ADMEM_03 CHAL [2:1] ADMEM_05
[Lo] ADMEM_04
<Chos=i All Choices=
Edit
=< Add =<

>= Remove >>

ICrate:

Component expert? Select card and press Edit for

more info on the card

Use caution when changed database connection

Cards can be
removed from
readout, but
only in
emergencies
Notify expert
Immediately if
you remove a

card!

17




W. Badgett

Run Control &

Proxy Control Menu Run Configuration

_SgE\'a‘h

DEbroker
ConsumerMonitor J_
CalibConsumers

Consumers_b0dap64.fnal.gov
Cansumers_bodaps5.fal.gov
Consumers_bodape6.fral.gov
| Consumers_bodap67.fnal.gov. |

ResMgr —

]

-Run Control Status

State: START

Partition: 2

IDLE

No errar conditions
AAA_36X36_CURRENT

TS Status: OK
RunType: Physics

Trigger Inhibit Status: CLEAR  BFLD SVX COT TOF CCAL

TriggerType: PHYSICS.1.01 [4,275]

Transitiom (none)
Run: Undefined

No BEvants (L2A) yer
Mo Calib Events yel
No Events (L3A) yet

@ Error @siLito @L2T0
DataType: Beam data

~Accelerator Status-

Store Number

Tevatmon Current

BO Luminosity

BO Live Luminosity

B0 Proton Losses
Accumulator Stack

Fast Bunch Integrator PNG

1,130  BO Low Beta Curment 1,226.1 AMPS
0.4 1E12 Tevatron Energy 979.1 GEY

0 E30 BO Integrated Luminasity 73.4nb-1

0 E30 B0 Imegrated Live Lum 64.1 nb-1
34.6 Hz BO Antiproton Losses 1L Hz

70.2mA Qutside Temperatur 27,9 DEGF
26.7 1E09 Fast Bunch Integrator ANG 112 1F0D

27-Mar-2002

The Proxy gives you
control over remote data
acquisition processes:
eSoftware Event Builder
eDatabase Broker (not yet)
eConsumer Monitor
«Calibration Consumers
Resource Manager
*Physics Consumers (to
be implemented)

18



W. Badgett
Run Control &

SoftEvb Proxy Viewer Run Configuration

27-Mar-2002

softEvh Prosxy Yiewer

‘ Start Stap | 1l Made

If you don’t get responses from the Software Event
Builder during transitions, then check the SoftEvb
Proxy, and stop and/or restart if needed

Status colors:
*Green: Up and running

Click on main button for detailed information

19



W. Badgett
Run Control &

CalibConsumer Proxy Run Configuration

27-Mar-2002

CalihConsurrers Proxy Viewer 1=][e] ]
File Proxy
Start Stap - Kl Mare
Start Sop | Made
BSCOQIE_ O Start Stap LK Maode
QJEMINIPLUG_O Start Stop | Made
POTQIEO Start stap | Made
COTCTT.O Start stap | Made
TOFQIE.O Start stap | Made
LED_O Start Stap | ) Maode
HEF_O Start Stap - Kl Mare

Use the Calibration Consumer Proxy to see if your
calibration consumer is still running

20



W. Badgett

|
Resource Manager Proxy Rum Confianation

27-Mar-2002

i FeshAgr Proxy Viewer

Having a problem with Sticky Partitions?
Try restarting the ResMgr_Prd
You can'’t hurt anything! 21




W. Badgett
Run Control &

Transition Sequencing Run Configuration

27-Mar-2002

Run Control State Manager
Fila Partitioning Parametars Enable Proxy

DAQ State Manager selected

At Start state, select all
desired clients and Partition

At Idle state, configuration
must be fixed, then ColdStart

At Ready state, Activate

When Active and ready to finish run,
End
To fix timeouts, try Halt Recover Run

-Run Control Status

State: START Transitiom (none)

Partition: Not Selected Run: Undefined .

D tins o Lienie 00 v Abort and Reset always available to
AMASOUOCURRENT Mo Events (3A)yet - - -

TG Inhipl S CLEAR BFIDSWCOYTORCEAL o oo get you out of St|cky situations
RunType: Physics Datalype: Beam data .

TringerType: PHYSICS.1.01 [4,275] US e S p a” n q IV |

-Accelerator Status

Store Number 1,130° B0 Low Beta Current 1.226.1 AMPS

Tevatmon Current 0.4 1E12 Tevatron Enemy 979.1 GEV

BO Luminosity 0 E30 BO Integrated Luminasity 73.4nb-1

BO Live Luminosity 0 E30 BO Imegrated Live Lum 64.1 nb-1 2 2
BO PFroton Losses 34.6 Hz BO Antiproton Losses 115 He

Accumulator Stack 72,3 mA Duiside Temperature 204 DEGF
Fast Bunch Integrator PNG 22.9 1E09 Fast Bunch Integrator ANG 113 1E0D




W. Badgett
"t Run Control &

Transrtlons Run Configuration

27-Mar-2002

® Partition: Select front end crates and clients for the run:
configure trigger and return crosspoints

e WarmsStart/ColdStart: Configure crates and clients with info
that could change run by run (slow)
> ColdStart: Full download (when in doubt, ColdStart)
> WarmsStart: Selected clients do limited download when no changes

Activate: Final step to enable system to take data (fast)

End: Normal end of run, produces end of run summaries
Abort: Return to Idle when no other option available

Pause: Briefly stop data taking (HV trips, flying wires, inhibits)
Halt/Recover/Run: Fast system error recovery

23



W. Badgett
Run Control &

Calibration State Managers | qun configuraion

=R 27-|\/|al’-2002

QIE Calibration State
Manager

e @ T — Calibrating: Transitory state, will
drop to Done when all front end
crates are complete

File Partitioning Parametars .00 Proxy
QiECalibration State Manager salected

Know where Calibration
Consumer log files are kept:
~cdfdaqg/consumers/log

calib_load
CalibLoad special option to do full

download of AdMem FRAMSs, by
Rt 43008 oes20e) expert request only

No Bvants (L2A) yet
Mo Calib Events yel

Nol Evaents (L3A) yet
'LJT:%\ |

Datalype: Calibratio

Mo errar conditions
AAA_SHNE6_CURRENT

RunType: .D,IE Calibration
TriggerType: PHYSICS.1.01 [4,275]

Calibration may be done in
o o e Lt software, no hardware triggers are

Tevatmn Current 0.4 1E12 Tevatron Energy 9701 GEV

[ ]

BO Luminosity 0 E30 BO Integrated Luminasity 73.4nb-1 d

BO Live Luminosity 0 E30 BO Integrated Live Lum 64.1 nb-1 g e n e rate 24
BO PFroton Losses 231 Hz BO Antiproton Losses 577 He

Accumulator Stack F2.BmA Outside Temperatum 30,2 DEGF

Fast Bunch Integrator PNG 24,5 1E09 Fast Bunch Integrator ANG 114 1E0D




W. Badgett

Sample Transition Errors R Comirmie

27-Mar-2002

*** Run Configuration Invalid *** M=
File .
Strange (but not necessarily fatal) Run Cnnﬁguratiun; DUI’Ing yOUF Run Contr0|

5L Host bddau3?, not the suggested bidapdn
for RunType QIE Calibration

CataType 15 Beam data [1], but Calibration Run [3] ex

Crate CCAL_O0 missing from run '

session, you will sometimes see
warning messages pop up

Crate CCAL_01 missing from run This examp|e tells yOu are
Crate CCAL_02 missing from run e . :

Crate CCAL_03 missing from run ] m|SS|ng some |mp0rtant CrateS
Crate CCAL_04 mmssing from run . .

Crate CCAL_OS missing from run durlng a beam phySICS run

Crate CCAL_O6 missing from run
Crate CCAL_OF missing from run
Crate CCAL_08 mnssing from run

Crate CCAL_09 mmssing from run DO NOT Ignore any

Crate CCAL_10 missing from run

Crate CCAL_11 missing from run Of these messageSI

Crate CCAL_1Z2 missing from run
Crate CCAL_13 mnssing from run

Crate CCAL_14 mmssing from run

Crate CCAL_15 mssing from run |f you do not

Crate CLC_00 missing from run

Crate CLC_01 missing from run understand a message,
Crate CMP_00 missing from run .
Crate CMU_00 missing from run contact the appropnate
Crate CMU_O1 missing from run : :

Crate COT_00 missing from run expert Immedlately

Crate COT_01 missing from run

4

Y| 25




| Replies and Acknowlegements from our clients [=I[E[x] Window should

|FE|.|1'HF:

bOcond3

always be visible

>

oopusor | O
| wse | e

W. Badgett
Run Control &

Reply & Acknowledgments Window Run Configuration
27-Mar-2002

esl || errlog | Stretch the window!

2 sevhl7 |

Words too small to read?

*Butter yellow:

*Margarine yellow:

Click on the client button for more info and the client’s
Local Controller

26



Local Client Controller

W. Badgett
Run Control &
Run Configuration

WAL 00 Local Client Controller

=[]

File
Press button to issue a local transition A TrontEnd/weal fwest/00: false false false
Partition {ICr"atEE _ WCAL_00 (hiwcalol)
Confi |Descr"1pt1 on Endwall Cal west Wedges 0 1
L dd e subject: ffrontEnd/weal fwest 00
Activate Rack Fosition: COMWT-4
End Tracer 51ot: 2
Aban
Reset
Halt
Recover
Run:
YmeBusScan

Transitians reqquire canfirmatian

Allows you to shepherd individual clients
through the transitions
Can be used if one client out of many fail a
transition

Be careful to retain the same configuration!!

27-Mar-2002

File menu gives
you access to the
contents of the
configuration
messages sent to
the client

Avi sez: “We\
need a
mouse click

'H
database! )

27



W. Badgett

VmeBusScan Button

Run Control &
Run Configuration

bOwecaldo YmeBusscan
Fila

WmeBLsSCan message

PartitionId;
Ipaddress:
Ethernet:

sy stenMurber:
Slot; 2 Id:
Id:
Id:
Id:
Id:
Slot; 8 Id:
5lot; 10 Id:
Slot; 16 Id:
5lot: 17 Id:
5lot; 18 Id:
5lot; 19 Id:
Slot; 20 Id:
5lot: 21 Id:

5lot:
5lot:
5lot:
5lot:

L R R = R |

aooy
237
Q366
Q179
Qos7
Q364
azo2
azo7
aoan
0111
0165
0128
0121

p
131,225,237 .108
0F:00:3e:27:c0ad

001 TRACER__WZ2.1A
Q03 ADMEM_ W4, 0
Q03 ACMEM_ W4, 0
Q03 ACMEM_ W4, 0
Q03 ACMEM_ W4, 0
Q03 ACMEM_ W4, 0
Q03 ACMEM_ W4, 0
Q03 ACMEM_ W4, 0
Q03 ACMEM_ W4, 0
Q03 ACMEM_ W4, 0
Q03 ACMEM_ W4, 0
Q03 ACMEM_ W4, 0
Q03 ADMEM_ W4, 0

470
460
470
470
460
460
470
470
470
470
470
4710

27-Mar-2002

Choosing VmeBusScan
from the Local Controller
window returns a scan of all
cards in the front end crate

Useful for verifying the
presence and basic
functionality of readout
cards

28



W. Badgett
End of Run Status Box R Com

27-Mar-2002

RBun Comments

File

Enter yvaur name and pEriinent Run informations, purpose and conditions

Test run only.

INo colliding beams during run no need o process run on production farm

B (141700 Name: |badgett State: TERMINATE Enter Clase

Fun Status | || Patentially Useful, send to aoffline farms [v! Definitely Bad, do not send ta farms

At the end of a beam physics run,
you must also decide the basic run
guality. When in doubt, choose
Potentially Good
Determines whether run is
processed offline! 29

At the end of a run you will
be presented with a
comment box: enter any
pertinent run informations




W. Badgett
Run Control &

Error LOgger Run Configuration

[=li=i[%]
Help

n= %105 1)

ColdStan DAQ badgettabidapl3.fnal.goy 1136:51 run #: 141704 (0x22088)

It.t.:lu [¥IFEN h‘EIIL E\'EIILEJ TTSTTTALL T EL IR | =
(ECR) SoftEWE: 160 started, 160 completed, 160 assembled, 160 dispatched, O timed ot—
IECR) SoftEVE: 1440 walid, 0 missing, 0 repeated, 0 invalid, 0 discarded, O early, 0 late g
(ECR) CSL: Mormal end; 160 events received, 160 sent to loggers, 160 logged. ;
(ECR) C5L stream O, 0 events received, 0 events logged.

(ECR)CSL stream 1, 0 events received, 0 events. logged.

(EDR)CSL: stream 2,0 events received, 0 events logged.

(EOR) 5L strearm 2, 0 events received, 0 events logged.

(ECR) CSL: strearm 4, O events received, O events logged.

(ECR) C5L; strearm 5. O events received, 0 events [ogged. >

27-Mar-2002

Error Logger receives and

Interprets status and error
messages from front end
crates and other clients

[EOR) CSL: stream 6, O events received, 0 events logged.
(EOR) CSL: stream 7, 0 events received , 0 events logged.
(ECR) CSL stream &, 160 events received, 160 events logged.
(ECR) CSL: stream 9, 0 events received, 0 events logged.
([EDR) End of Run Systern Summary

(ECR) FE fts trigg. ev) SoftEvB (compl)l CSL (received)

(ECR) 0 160 160

(MLE) bOdap 13 fhal gov &WT -EventOueue-0; 113624 AM==Strange (but not necessarily
Crate CCAL_00 missing from run =
4 i i il| | #]

| Time sequence || ¥
Crate VRB_SVX_04 mssing from run
Crate VWRB_SVX_ 05 missing from run

| »

Status Messages

Crate XFT_FINDER_00 missing from run <]
Crate XFT_FINDER_0Z mssing from run

Crate XFT_FINDER_04 missing from run

Crate XFT_LINKER_O1 missing from run

Crate XFT_LINKER_03 mssing from run

Crate XFT_LINKER_ 05 missing from run

Crate XFT_XTRP_00 mssing from run

Ignorelnhibit should not be set for DataType BEAM

4 [

paritian 2 Listening... (1 mermess))

Error Messages

30



W. Badgett

Error Logger Control Options | g teem s

- Display ( current version = 1 _05 1) (2=l
Optians | Tools Help

Histany

27-Mar-2002

Error Logger can send
transition commands to
Run Control when specific
problems are encountered

Beeh 141706 (0x2258a)
AU 5ET DEhuﬂ =
IECR) SoftEY  gaym patched, O timed ot—
[ECR]) SoftEy Load gd, O early, O late &
(ECR) C5L: K 2 logged.
(EOR) CSL: ¢ Saveas
(ECR) C5L: = ¥ Automatic LogFile name with run number
Eggg Egt E-D No duplicate ML msg
(EOR) c5. 4 ¥ Display Reports in Log windows
(ECR) CSL: & 15 Send HRR ONLY back ta RC {when ACTI\-‘E}<
Egggg =3 ¢ O Send HRR AND Errors back ta RC (when ACTIVE)
I:EOR:I CSL; e Sond now Ermar
(ECR) End o Send now HRR
Eggg; FE (t2' (5 Activate Display of Warning Messages
(MLE)'bOdap 13 .fnal gov AWT-EventQueue-0; 113624 AM->5trange (but not necessarily] |
Crate CCAL_ OO missing from run -
4 [

. I

Argument sequence |

Crate WYRB_SVX. 04 mssing from run =
Crate WRB_SVX_05 missing from run
Crate XFT_FINDER_OO missing from run
Crate XFT_FINDER_0Z missing from run
Crate XFT_FINDER_04 missing from run
Crate XFT_LINKER 01 missing from run
Crate XFT_LINKER_ 03 missing from run
Crate XFT_LINKER 05 missing from run
Crate XFT_XTRP_0D missing from run
Ignorelnhibit should not be set for DataType BEAM L

| Time sequence [/As

4 3

Enable automatic HRR here

partitian 2 Listening... (1 mernmoess,)

Error Logger sends
and red warning
windows to Run Control
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W. Badgett

Run Control &
DaC Mon Run Configuration
27-Mar-2002
} COF DAL Monitor
R e Coboant Stat Watching Run Control status is
T your first line of defense
Sk C Lewel3Proxy Plus, many monitoring tools are
— Rates and Deadtime . Consumer Server/Logger avallable
rigaer Supenvisor —
Ts © Online Database cdfonprd
Trigoer Supsrvisor Saft EVB Br23:a587
TS Rate . TSLIGLHZDE
Return Crosspoints ~ LicalTrigger :
e ~oweamsee | | DagMon is your gateway to
=  XFTEXTRPAMUTR many monitors:
ks | . CenwalCal setup fer
L3 © pugca
Consumer-Sepver/ Lagger  wallCa d aq mon
csi someomen || | And provides a quick glimpse status
i o © Muons+HTDC f all syst
| (Al partitions v | | [ ELCHBSCRMPSRE ot all Systems
FE Manitor Canifiguration —
FEMon Config
CDF Crale Resel
SYSRESET
Online Database cdfonprd
Database Status 3 2




W. Badgett
Run Control &

VXMon Run Configuration

27-Mar-2002

wstem konitor

[] bOtsiD0 ... bOtsi03, bOwth00 .. bOwrbOS, b0svx00 .. bOsw0E, bofiboo .. bofib07, bOclkoo ... bOpuls01
[ bol1clon .. bol1elos, boxfron .. koxfros, bol1gl00, bolzclon .. bol2¢l0s, bOsve00 ... bOsvt07, bolzdeon
[ bOccal0 . bOccalls, bopcalof . bOpealll, bowsalog .. bOwealoz, bohtdc00

[] h0cot00 . bbcor1d, bdemuogd ... hOmutr00, bOclc00 .. b0clc01, bofealod .. bofealdl

B olp | 26-Mar-02 11:29:47
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At-

QD
«Q

lance summary of all front end crates in the system

Arnd sez: “Monitoring the Front
End crates is the Ace’s most
important job”

33




W. Badgett
ScalerMonitor R Coeation

27-Mar-2002

Upedare srjaknt Trigger Rate Monitor 11:31:41 Sadapisrd Bven. Jiilin

Pastitimn; @ Run Numbern 140073 Rumtimme 36080015 i
Trigge: Type PHYSICS 101 (2,270] Mar 12 16:25 Event Number 76801570 Fivetime: 36211, 18 Select fhue | 140573 b

|- Dl | PoFred | Fred | Frod Prescaled | Fred Live | TS | L2 (0-63) | L2454-127) | 13 (0-563) L3 {524-127) L3 {125~ 191)| 13 (192-255)]

Total desdtime ” i "\ Scaler Monitor gives very
"ghiny | Yo T o wa: . Important information about
et o o7 E s : the trigger rates

L2 | Towml OT |4 44,60 A
TH f Total DT |34 0,21 21
Gty 0 |Fxie |74 dit4 4434 _
Euldter 1 s |54 0.8 . B

By 2 sk 1= 12138 1213 .
s e ... Waitch trigger rates and

[ETTIE Fuill
1]

Ayisila i Cuirite il et Bt | s AN i CaiiiiEnid St |e deadtimes for a happy

o Hutters 123 174 1.6 Loy ] aR7Y . e
1 bauffrg 150 150 A6 &30 L d t t t m
o il 1873 73 T BHD | A% ala vaL”SI IONn SysSte
3 buidlers TARG FLAD Lds 149 | ooy e |
a4 bilfers (75 175 0,59 0,59 12 12 "l

L T LT [ Maami 1oy SE&ba)
L1 Arda 75, TELE5T 2604 20604
L2 Arrapt AFTO.530 1245 1246
17 D St TAATEOTA 1Taonc o l,q]ﬁﬂ

Deadtime should be low e e e

r BAO275057 - 61192 0R 47T = 0

Trigger rates should be non-zero, but e i
not high enough to saturate the DAQ

b TLA7EO7L - FRISESSE - 52
in

L] LE P TTEC GG I FITE HT LIB | = DN = e e— TR e e e e 34



W. Badgett

COﬂClusiOn Run Control &

Run Configuration
27-Mar-2002

® DAQ Ace’s main responsibility is operation
of Run Control

® Before your shift, come to CDF control room
and try out Run Control features, learn from
experienced Aces and other DAQ experts

@ Don’'t understand a feature or warning?
Don’t ignore! Find out! Page experts if
necessary!
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EVB & Level3
Overview for Aces

Arkadiy Bolshov
Massachusetts Institute of Technology

March 25, 2002



Level3.

Front End
Crates

INVANAR AN AT

-0
-0

Event Builder

SWitCh SCRAMNet
Ring
. ent Builde
Level-3
PC-Farm
O 0 0 0
Internal Network
Consumer Server |11~~~ I;x;er-n;I RI;tv;o:k ---------------------
Data Logger i
L3 Gateway(s) > Data Logger

Disks

Arkadiy Bolshov, MIT March 25, 2002 2



Event Builder Overview

VRB
Crates

Control
SCRAMNet

ATM
switch

Trigger
Supervisor

h Level3

e Subfarms
ouT ouT

Scanner
Manager

Data Passed L3 Filter Goes to CSL u

Event Builder :
Combines all event fragments from FE into one event.

Level3 :
Runs executable which makes L3 trigger decision.

Arkadiy Bolshov, MIT March 25, 2002 3



VRB crate (a.k.a. SCPU or EVB crate)

—— Ethernet Data from FE Crates
Serial Port
1 Sys Reset v oy i
-
)
-
-
)
Backplane
VME bus
ATM
fibers
1 —
e
SCRAMNet
bypass
e: ):

SCRAMNet Ring

Functions:

e Event pieces (links) are loaded to VRBs by FE crates
e Scanner Manager (SM) detects L2 trigger from Trigger Manager
e Scanner Manager notifies SCPUs about trigger.

e Scanner CPUs (SCPUs) read VRB banks from VRBs concatenate them
into one piece.

e All Scanner CPUs send event fragments through ATM to a single
Converter chosen by SM.

Event Builder always talks to all SCPUs, so all VRB crates must be alive!

Arkadiy Bolshov, MIT March 25, 2002 4



EVB Crate Possible Actions

l 1. SCPU Reset Button
2. ScramNet Card Lights

3. ScramNet Fibers

4. ATM Fibers

5. VRBs

6. ScramNet Bypass

7. Upper Crate Power Switch
8. Lower Crate Power Swiich
9. Crate Reset Bution

|- — —————

e Reboot Crate - do software reboot from control room.

e Reset SCPU - push reset button on SCPU (slot 3)

e Reset Crate - push reset button on master board (slot 1). (Only if said
by expert or popup window)

e Powercycle the Crate - Turn the power switch off, wait for 30 sec, turn
it on. (Only if said by expert or popup window)

Arkadiy Bolshov, MIT March 25, 2002 5



Running Multiple Hardware Partitions with L3/EVB.

1RR21lI
Legend s N
B Ee
1RR21C
[ Rack Number ]
IMU
CMU . (
ojjeme | Front End Crates connected to the crate ]
Q|| MUON_SCINT
@ || cMx
3| e EVB Crate ISL
COT_PULSER - g
N\ | SCPU name ] §
o]

1RR21F 1RR21G 1RR21H 1RR21I

o COT west ccAL SVX SVX SVX LOO
:|| CcMP a 00-09 3 WCAL \[: 3 SRC &| &)
MUON_SCINT HADRON_
o = o o TIMING ye! o Q o
gl g g g g g g
3 g\l;i o e} CAL_PULSER 2 Xe) Ke) e
L_J| COT_PULSER __J L J __J L J L L J
XFT COT east PCAL SVX SVX SVX ISL
MUON_ - FCAL
o TRIGGER|| | [Sh]| 10719 g 9 I N N
o o o o o Yo! o
) TRIGGER_ o) O o) O ) @
o SCALER o o o o o o
21| EveLr o o o o o o

March 25, 2002 6
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Software Event Builder

1

'T:iber Links g L2 Tlrlgger
\

Hard EVB

) w
bOdap62

\ 7

e Takes event data directly from FE crate by Ethernet.
e Runs data merger package, Reformatter and Level3 filter.
e Can work in Hardware or Software partitions.

e Generally much slower than Hardware EVB.

Do not page Hardware EVB pager about Software EVB problems.
)

Arkadiy Bolshov, MIT March 25, 2002 7




L3 subfarm definition

Event data -Canverters—
From SCPUs N
cOL
1570
1564
130 Hz
Raw Event =
-Processors—
-
oor [l
Processor PC i
——
e % =
T
=
o
=
o N
a2
10
s
o1L
Reformatted_Event -~
Passed L3 Filter oz [0
:
o1z .D
—
|
01%
Output D. s
PC oie [
to CSL FOutput nocde s
udl
26.4 He 2.2 MEfs

Functions:

1. Event fragments come to the Converter node from SCPUs.

2. Converter combines fragments into one piece (raw event) and
sends it to free Processor node in a subfarm.

3. Processor PC rearranges event data to offline (TryBoss) format
and applies L3 trigger. Passed events are written to the Output
node.

4. Output node forwards event to CSL.

Arkadiy Bolshov, MIT March 25, 2002 8



Processor node details

| | From Converter

Chainl Chain2

[ cpu1l CPU2 |

minibanks
Y
Reformatter
TRYBOS* Reject
L3 Filter @
‘Reject I flat ROOT Reject‘
To Output Node

Two analysis chains are inde&éndent and process different events.
(Two boxes on Level3 Display)

Reformatter:
e Rearranges events to standard offline format

e Performs a number of data quality checks.
e Discards corrupted events

e Generate Reformatter error if event is rejected.

L3 Filter:
e Runs offline-type reconstruction

e Determines event type. Decides pass/fail

e Failed events are discarded

Events can be discarded by both Reformatter and L3 Filter!
Level 3 Filter executable is selected in Run Control GUI

Arkadiy Bolshov, MIT March 25, 2002 9



Gateways and proxies

External Network

e Connect RC and EVB/L3. Forward transition messages.

bOI3pcoml
(bOI3gatel)

sq EVB WA
B8 Proxy

s Level3
— Proxy

b0I3pcom?2
(bOI3gate2)

—~—

L3 Internal Network

EVB
Ex
M anager
(et
-

H

é ﬁ

(w0 J—

\.

Level 3

:OUT]ZTJ ouT
c = cv
-
"[ PC |

Y

L
g

e Transport error messages to RC Error Logger.

e Transport monitoring information.

e Both must be alive for the system to work

Arkadiy Bolshov, MIT

March 25, 2002 10



Level3 Manager

( : B Level3
<—@ Manager "@_’
bOdap31
Level3
Proxy

bOI3gate2 Level3

1. RC requests a new Calib tag from L3 Manager.
2. L3 Manager requests Database for a new Calib tag.

3. L3 Manager generates Calib tag if a new calibration exists.
Return the Calib tag number to RC.

If this step is failed RC generates “orange window of death” and
proceeds with default Calib tag.

4. RC notifies Level3 Proxy.

5. Level3 Proxy picks up Calib tag generated by L3 Manager from
online computer.

6. Level3 Proxy distributes Calib tag over Level3 Farm.

Do not page Level3 pager about L3 Manager problems. :)

Arkadiy Bolshov, MIT March 25, 2002 11



Monitoring Tools

e EVB/L3 Ace Control Panel
- go to EVB/L3 web page and follow instructions

e EvbMon

> setup fer

> dagmon

— On dagmon GUI select EVB
e L3 Display

— On dagmon GUI select L3
e Dead Time Display

— On dagmon GUI select
e Error Handler

— Started with Run Control.

Arkadiy Bolshov, MIT March 25, 2002 12



EVB/L3 Ace Control Panel

Etl Ace Controls for EVE and L3 farm (release 2.17)

EVE and L3 actions

Checks

L3 proxy

| scraMNet |
| smescpus |

ATM switch
EVE proxy control
=
| stp |
L3 proxy control
[ sei |
[ o
CLEAN UP actions:

Clean up L3 farm

Other actions:

Exit |

COFVME_COMMORN: Last updated by nahn on Thu Mar 23 13:03:15 C5T 2000
|Zproxy process 12126 still exists, Kill it

I3proxy killed,

eventservi3707) Operation not permitted
eventsery(3708): Operation not permitted
eventsery(3705): Operation not permitted
eventserv(3710): Operation not permitted
eventserv(37 110 Operation net permitted
|3_mon_reporter(3706): Operation not permitted
MConverter no process killed

I3 proxy—related processes killed.

0B:23:04 END: Stop L3 prowy

0B:23:22 BEGIN: Start L3 proxy

Mode b0l3gatez is alive

COFYME_COMMON: Last updated by nahn on Thu Mar 23 13:03:15 CST 2000

Mo such process 18126,

Mew 13proxy will be started.

(118836

Started L3 proxy process, initialization in progress. This might take a few minutes,
L= proxy initialization is complete

0B:23:59 END: Start L3 pr. — -
07:37:59 BEGIM: Show dec

07:37:53 END: Show deco :i:l " (G EPEliE [RG0E
02:18:27 BEGIN: Show dec

08:18:27 END: Show deco ypps 1 ST THRERNG_0F

08:25:43 BEGIM: Check if

Nk ni: 1 | Close h
08:25:44 END: Check ifE'\.lD o | T

02:25:43 BEGIN: Check if L2 proxy is running

Node bOl3gate2 is alive

COFYME_COMMON: Last updated by nahn on Thu Mar 23 13:03:15 CST 2000
|3proxy CHECK: RUMMING

02:25:52 END: Check if L2 proxy is running
09:31:11 BEGIN: Show decoder panel
092:31:11 END: Show decoder panel
09:33:17 BEGIN: Show decoder panel
09:33:17 END: Show decoder panel

| »

(l

Entrance to Expert's Hall

| Get controls for: | |SM boeb10

M) i e e i |

Check status of primary components
Start, stop proxies and do full cleanup of EVB and L3

Reset state of any partition (e.g., in case of RC crashes)

Gives access to EVB Expert GUIs and Reformatter Decoder

Arkadiy Bolshov, MIT

March 25, 2002 13



SNl Level 3 Display - O X

Level3 Display.

File Edit Help
rCanveners
il 2 02 04 o035 c0g 07 02 09 cld cll clz cl2 cl4 cl3 clE
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1564 1569 1569 1572 1747 1749 1205 1204 1625 1518 1628 1574 u] u] u] u]
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~Output nodes

il
Lo |

[ ]
o |
| 364Hz 23 ME/s |

I I
o
38.2 Hz

I [ ]
o |
42.8 He 2.6ME/s |

| [ ]
o |
43.4 Hz 27 MB/s |

I [ ]
o |
36.2 He 2.2 MBfs |

I [ i1
o || wor |
I7.6He 23ME/s ||| 00He

Partition &:

Partition 7:

L Newdefined [ ] osadio

In states 171

uol uoz || uoz o4 us uos we | oo | o0
24 MB/s ||| [ [ [ 0.0 MEfs | 0.0Hz | 0D.0MB/s |
State/Transition Phase #/out of # Time spent W
Partition L | Notdefined In state: 1/1 084430 Input 38748 190Hz
Partition 2 | Notdefined In state 171 | 084430 Reformatter rejected 0 0%
Patition5: | Notdefined In state: 171 084430 Output 39067 224Hz

08:4430

Last heartbear||

Sat Oct 27, 23:21:04 2001

Current times ||

Sar Oct 27, 2321:06 2001

Arkadiy Bolshov, MIT
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Level3 Display

Converter Node

Cyan

Processor Node Gold

®¥*123 e @
e T
@
Output Node

@ “T o1rs
10.1 Hz 10.1 Hz @
/

(1)—=woz2 | 3200

@ 20.2 Hz | 1.23 Mbis \@)
AN

—(o)

Node name. Color coded Control state.

#

Color coded Analysis Chain state. Two per node.

Number of processed events. (Converter and Output only)
Event rate for the subfarm. (Converter and Output only)
Output event rate for the Output node. (Output only)
Output data rate for the Output node

N o ok w =

Border. Color coded System state.

Arkadiy Bolshov, MIT March 25, 2002 15



Level3 Display

Node name (Control State)

bOI3005 Number of processed events

1615 = _

Two analysis chains (Analysis State)

Border (Node State)

Control State

e Error (red) - Level3 Errors (Click on the box to see Error
messages).

Analysis State

e Input (Cyan) - Waiting for input.

e Busy (Dark Blue) - Chain is busy with event.

e Output (Green) - Waiting for output

e End (Magenta) - Node ended the run.

e Old (Gold) - Not updated. Probably monitoring failure.

e Dead (Red) - L3 Filter crashed. All necessary procedures are
done automatically at the end of run.

e Unpingable (Black) - No connection to the node. If will not
disappear in several minutes node is probably dead.

Node Hardware State

e Occasional yellow - Ok if not for the whole farm.
e Permanent red - System/HW problem (Disk is full etc.)

For color map check Level3 Display Help menu.

Arkadiy Bolshov, MIT March 25, 2002 16



L3 Partition Monitor of L3 Display

State/ Transition Phase #jout of # Time spent
Partition O: In transitian: End mman-': 2/3 00:00: 13

Shows hardware partitions states and transitions.
Things worth to check

How many hardware partitions are running with Level3.

Bar State/Transition is yellow - Level3 received the RC transition
message shown in the box.

Field Time spent is more than 5 min - Failure.

All bars are red - Level3 Proxy is dead or L3 display lost
connection. Check L3 Proxy from Ace Control Panel. Restart
L3 Display or L3 Proxy depending on result.

Arkadiy Bolshov, MIT

March 25, 2002 17



olal2[z3]al5l6 7]

Level3 Summary

-Level3 Summany
Input

Refarmatter rejected

Filters rejected

Output

F3774

0

F1314

2870

8Hz

0%

07

OHz

Shows input output and rejection rates/events.

Things worth to check

e Input count and rate. Compare with RC number.

e Reformatter rejection count and rate. If more than 1%,- do

something. (Failing component?)

e Filter rejection count and rate. If close to 100%,- do something.
(Noisy Levell trigger?)

e QOutput count and rate. Compare with CSL rates.

e Notice that each Level3 chain send a “Begin Run” event to the
output node at the end of ColdStart transition. Run begins with

NON ZERO output event counter.

Arkadiy Bolshov, MIT

March 25, 2002 18



L3 Display: Node details

Level 3 Hode Details for b0I3055 ™ =] E3 M =] E{
bOIZ055 bOIZ055
734 200
a4 800 |
(Scalars |{iESs0es] (SEalaTS) Messages |
e Error count: T of T
o Reject rate: 0.135 percent
Last manitar time Sat Jun 09 21:3%06 CDT 2001
CPU usage 0.159 Detectar |0 nat known (yet?).
Load average (1 sec) 0.290 FIE id found:
Used log disk space (2§ 54.669 Oxclcdcdcd
Box status 0.000
Failure tag Error location code: Ox00008170
rChain 0
Number of good input events 784 Crate d Bx00000000
Number of input errors 0 HEHEEER
Input event rate {ev/s) 0.188 ) )
Input data rate (ME; s) 0021 Errttjrudgtrlng t:icanmEngINl(stﬁucturf! . .
Number of good output events 785 saépu-mg prob. worked on (all counts from L)
Number of output errors u] VRE % 1
Output event rate {ev, s) 0.250 LINI{'. 2
Output event rate (MB/s) 0.062 MINI'- o
Rejection rate -0.333 i
A:ﬁ'r‘;ﬁroo;‘;ints passed RE';";:""“ Buffer (48731 until posi+2=48753)
Number of events failed 0 Ox081bdala Ox0423031c OxO08250624 Ox04270626 Ox05]
Analysis 1 type Filter Ox032d072c Ox0735f334 Oxf2370736 Ox0c39f338 Ox03 3
Number of events passed 784 Ox055bf35a Ox065d015¢c Ox0261f35e Ox03630ca2 OxObag
Number of events failed 0 Qufa700caf Oxclclf37f Oxcdododol OxOQQO0Q0000 Ox27006%
~Chain 1
Number of good input events 784 MNCTE: Event rejected!
Number of input errors 1]
Input event rate {8/ s) 0.250 RAWREF Error - UTILSILDEC - with code 38 —- FINISHED: L< 835
Input data rate (ME/s) 0.040
Number of good output events 784
Number of autput arrors 0 ERROR at SatJun 9 21:36:04 2001 partition 0
Output event rate ey, s) 0.250 in refolnt_reformatProc() [13_refevt ¢ 6 15]
Output event rate (MB/s) 0.057 infor Raw data event structure scan failed! Corrupt data?
Rejection rate 0.000
Analysis 0 type Reformat WARMNING at Sat Jun 9 21:36:04 2001 partition O
Number of events passed 782 in [3_ana_reformat_analyze [I3_ana_reformat. c:45 9]
Number of events failed 1 infor Processor reformatter error: event rejected
Analysis 1 type Filter
Number of events passed 783
Number of events failed o}
[ | [ o T | | Pocnt | : [ [ o T | | Pocnt :

Things worth to check

e Monitoring heartbeat

e Events pass/fail for Reformatter and L3 Filter

e Number of input/output errors. (Esp. for converters)

e Input/Output data/event rate. One can find the size of the
event by dividing data rate to event rate.

To open: click on any node of L3 Display
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EvbMon

Event Builder Dagmon ™ [=]

‘Working [NGISIREN Not in use

m Event rate for partition 0 S00
Partition number. 0
Partition state: ACTIVE
Last run: 117294 100
Last heartbeat at: Jun 09 22:52:13
251079
Pending events 0
Event rate 04 ey seC
400 2000 1600 1200 800 400 0 sec
~Pantition statuses: Proxy info:
Biz 34587 EvbProxy is ALIVE Help
-Calar code: Last heartbeat: Sat Jun 09, 22:52:17
Current time: Exit

Sat Jun 09, 225217

Shows partition states and primary statistics

Things worth to check

o

e EvbProxy is alive/dead
e Event rate

e Monitoring heartbeat

Pending events indicate problems up/down stream

Arkadiy Bolshov, MIT
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EVB/L3 errors and recovery

Run-time errors

e Deadtime.

e DONE timeout.

e BUSY timeout.

e Dealing with Reformatter Errors.

e Things worth to keep eye on.

Arkadiy Bolshov, MIT March 25, 2002 21



Error Logger

Bl Error Display { current version = v1_03 1) - EJ X
File Log Options Toals Help

| Stap log file| |Clear|

ACTIVE DAQ cdfdangEbodaps9.fnalgoy 12:55:29 run #: 137073 (0x21771)
LVMILEY U L ATL S WIESSETTYET . L2 2 ¢ U FIVT= RUTTCITITE TR ., CWETIL L OO CUTTCET TTTaTTT o~
(MLE) bOccaldl:Messenger: 12:27:06 PM-=Runtime Error 2, Event 2: Bunch counter mismi—
(MLE) bOpcalds:Messenger: 12: 2707 PM-=Runtire Error 2, Event 2: Bunch counter mistn
(MLE) bOpcaldd:Messenger: 12:27:07 PM-=>Runtime Error 2, Event 2: Bunch counter mism
(MLE) bOpecalld:Messenger: 12:27:06 PM-=Runtire Error 2, Event 2: Bunch counter mistn
(RC) 12:27:7 Activate -= ACTIVE
16 crate/fs: bOccald101), bOccal03(3), bOccald4(d), bdocal0&(8), boocalda (@), bdccal11(1
(MLE) b Otsi02: Messenger: 12:26: 48 PM-:=DOME titneout
(MLE) b Otsi02: Messenger:12:26:52 PM-=DONE tirmeout
(MLE) b Otsid2: Messenger:12:26:56 PM-=DONE timeout
(RC) 12:27:28 Halt - HALTED
(RC) 12:27:32 Recover -= RECOWERED
(RC) 12:27:35% Run -» ACTIVE
1 crate)s: bQccaldé (6], Done TO[RXPT]

(MLE) b Otsi02: Mezsenger: 12:27: 16 PRM-=DOMNE tirmeout
(MLE) b Otsi02:Messenger: 12:27: 20 PM-:= DOME titneout
(MLE) b Otsi02: Messenger:12:27: 24 PM-=DONE tirmeout
(MLE) b Otsid2: Messenger:12:27: 28 PM-=DONE timeout
(MLE) b Otsi02: Messenger: 12:27: 32 PM-:=DOME tirneout =
1B :

|/Time SeUence |/Argument SerUence

BUTSTUZ ¢ MeEssenger | L2 30, U0 PO -
-» DOME Timeout ]
bOtsi0z @ Messenger @ 12:35:05 PM

-» DOME timeout

bOtsi02 @ Messenger @ 12:35:09 PM

-> DOME Timeout

bhOts102 @ Messenger @ 12:35:13 PM _
-+ DOME Timeout )

partition 0 Listening... (103 mer.mess.)

Whenever in troubles check RC Error Logger.

Arkadiy Bolshov, MIT March 25, 2002 22



Deadtime Monitor

et CDF Trigyer Rate Monitor

Freeze Display! | Trigger Rate Monitor 02:59:35
Partition: 0 Run Number: 122506 Runtime: 2954.9s
Trigger Type: Cosmics_All [2,165] Event Number: 12213 Livetime: 293 .4s

jGeneral | PreFred [Fred [Fred Prescaled [TS [L2 (0-63) [L2 (63-127) [L3 (0-63) [ L3 (64-127) [ L3 (128-191) [L3 (192-:

Average Current Current
Total deadtime 24 0.52 0.00 | |
Inhibit § Total DT [36] 0.00 0.00
BUSY / Total DT [36] 0.00 0.00
L2 readout f Total DT %] 0.01 0.00
Readout / Total DT [%] 44.44 100.00 [
L1DOME ; Total DT [36] 0.00 0.00
LZ 7 Total DT [26] 55.56 0.00
TSI / Total DT [26] 0.00 0.00
Buffer 0 Use [%] 83.24 ¥9.52
Buffer 1 Use %] 15.24 19.28
Buffer 2 Use [%] 1.28 1.20
Buffer 3 Use %] 0.04 0.00 |
Count <Rate:= Rate [Hz] Rate {log scale)
L1 Accept 12,213 41.4 39.7
L2 Accept 12,213 41.4 39.7
L2 Reject 0 0.0 0.0
Fred L1A 12,266 41.6 39.7
Calib L1A 0 0.0 0.0
Livetime + Deadtime - Runtime = 0 ? 503,174,327 + 2,612,604 - 505,786,931 =0
L2A - GL2A =0 ? 12,213 - 12,2132 =0
LZR - GL2R =0 ? 0-0=0
L2A + L2R - L1A =07 12,213 +0 - 12,213 =0
Synchronization Errors 0

Inhibit High voltage inhibit. Check HV monitor.
Busy: - VRB is full. Check EvbMon for pending events. Cleanup
EVB if needed.

L2 readout: Problem between L2 desision crate and Trigger
Supervisor. Reboot b0tsi00. Page TSI expert.
Readout: ~ The time between FE crate receiving L2 trigger and

set DONE signal is too long. Reboot the FE crate which cause the
deadtime. Page expert.

LIDONE: Silicon trigger problem. Page silicon.

L2:  Alpha board problem. Not enough processor power. Reboot
Alpha board. Remove b0I2dec00 from run. Page L2 expert.

TSI - Interval0 (RC settings) is too big. EVB is too slow. Check
EvbMon for pending events. Cleanup EVB if needed.

Arkadiy Bolshov, MIT March 25, 2002
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Trigger

C? L2 Trigger Desision

( )

Trigger EVB
» | Supervisor g \
& @& — | @
6
Error
bOtsiO0 b0Oeb10
¥ Lm ¥
- S
v S bOeb11
3 _ J
r [ )
| ' Y o SCPU
x bOeb12
—/
— _
: 0 SCPU
> bOeb25
FE Crates —

Trigger comes from Level2 to Trigger Supervisor (TS)
TS passes it to Trigger Cross Point

Cross Point fans it out to FE crates

FE crates load event and send DONE to Return XPT
FE crates start loading data to VRBs

TS send trigger to SM after getting all DONEs from FE
SM notifies SCPUs about trigger

SCPUs load data from VRBs and wait for further instructions
from SM

© N o ok W=
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Timeouts

L2trigger

e B\
CD// \\ e N\
EE Crate SCPU Crate‘

[

pu

VRB

> 64K FIFO
32K buffer |12 Busy \-<5>
64K FIFO

U
64K FIFO ]

Busy G

| C

100 |

[ Monitor CPU

[ SCPU =
/ J

|/ A
\_ ) \\ J

L L2trigger

1. Trigger comes to Tracer from Trigger Cross Point
2. Cards load data to Tracer Buffer.

3. FE CPU sets DONE signal if everything is ok. If DONE signal
is not set Return XPT send DONE timeout to TS

Tracer sends Data to VRB FIFO

If FIFO is full VRB sends BUSY signal to Tracer
Tracer sends BUSY signal to Return XPT

If everything is ok SM notifies SCPUs about trigger
SCPUs load data from VRBs

© N o o &
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Dealing with Reformatter Errors.

=101
bOIZ055
g00 .
LLasa | Decoding
(Scalars | Messages | Reformatter Error
Error during scanning MINI structure! =l
Last Unit prob. worked on (all counts from 0):
SCPU: 0 _
VRE : 1 =| Reformatter message decoder [=IE=IES]
LIMEK: 7 .
MINE O PART:|O Get crate name:
SCPU:|2
o coT_10 |
Buffer (48731 until posi+2=487|[¥RB: |0
Ox081b0ala Ox0423031c OxC LINK: |0 Close
Ox032d072c OxX0735f334 Oxf: _
0x055bf35a Ox065d015¢ Ox02Z61f35e OXO3630c62 O:-:Obﬁj§5§5§|
Oxfa700cRf Oec1e1f27f Ovcdededel OxOOON0O0 Ox? 7006 G5

Find relevant FE component with a tool started by green button on
Ace Control Panel.

e You should be in Active or Idle state to use the tool.
e If you can not start the tool restart Ace Control Panel.
e Server is not found popup - try again, page Level3.

e Link is not in use popup - Corrupted data can not provide us
with correct link number. Change link number to 0 and try
again.

The reformatter rejection rate could be found at L3 rate monitor
(part of L3 Display).

It gives the average reformatter rejection over the run

A new monitoring tool called RefMon is also running.

RefMon calculates the rejction rates over the last 30 seconds. If
rejection exceeds some predefined level (currently 1 %) RC pops up
an orange window with instructions for the Aces

Check L3 Rate Monitor for reformatter error rate.
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Networks, Buffers, Data Flow, Errors.

VME Bus Error
Tracer Word Incorrect

VRB Didn’t Respond

64Kb buffer
7 events pending

BUSY TO (23 Events)

20 event buffer

BUSY TO (43 Events)
INPUT Failure

~500 event buffer [|_3 subfarm

BUSY TO (~500 Events)
OUTPUT Failure
Level3 is Green

Readout deadtime

VRB has no event
E E DONE TO

Reformatter Error

Yy

ddA

Event data | L2 trigger

TS |
EEEEEE 16 trigger buffer

15 ha VAN

Trigger
Manager
" ’ BUSY TO (16 Events)

| 7 triggers pending

Scanner

Manager BUSY TO (23 Events)

L

(

Level3 is Dark Blue

20 Mb/sec max

Arkadiy Bolshov, MIT
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Level3 monitoring data flow

Converter

U
L

Processor

Processor

Processor

Processor

Processor

Processor

Processor

Processor

b0I3pcom?2

RT Server

D-

Output

e Eventserv - Accepts and sends monitoring messages.

e Event Funnel - L3 wrap for Eventserv. Accumulate monitoring
messages. Sends them in 4 second intervals.
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General Remarks

Scanner Manager Error!

Attention "I, Event Builder
SCPU_BUILDER_TIMEOQUT Error !,

We STRONGLY RECOMMEND the following steps:
- End the run, Reseat

- Clean up EVB

- Start run again.

e If you get an orange popup window with EVB/Level3 problem
follow the instructions.

e Check RC Error Display for error messages.

e Any transition can not take more than 5 minutes. If it takes
more it means a problem.

e DONE timeout (Readout deadtime). - Problem with FE.

e BUSY timeout (Busy deadtime). - Problem with TS or EVB or
Down the stream. (check Magic Numbers).

e You have to be in START state when cleaning up EVB and
Level3 or restarting Proxies.

e If you abnormally closed the partition without Reset you have
to cleanup EVB.
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Things to Keep an Eye on

e L3 Display Color.

— Gold (Old) - Monitoring problem. Restart L3Display.

— Dark Blue (Busy State) - not enough process power. Add
subfarms

— Green (Output State)- problem is downstream. Check CSL
rates and message queues. 20Mb/sec is max output capacity

e Check if CSL gets events at all.

e Check Rates and Dead time.

e Check Reformatter rejection rate.

e Look if Level3 proxy is alive on L3 Display.

e Look if EVB proxy is alive on EVB monitor.
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Support.

Quick Help.

DONE Timeout BUSY Timeout
Deadtime (ALL) BUSY Deadtime

EVB Level3

_ ‘L3 Display
EvbMon ( COLORS )
‘EYEB Errors ‘Level3d Errors

( RC Error Display ) ( RC Errors Display )
‘Reformatter Errors

‘EVB Failed Transition Level3 Failed Transition

‘Cleanup EVB ‘Cleanup Level3

Monitoring Tools
Glossary.
Manual. (PostScript 20bb)

Featired Articles.

Boris lvatin

See CDF Note 5793.

Expert list

e Arkadii Bolshov (pager)
e Nuno Leonardo (pager)
e llya Kravchenko (cell)

Phone/Pager Numbers are posted in the Control Room and on ace

web page.

Arkadiy Bolshov, MIT
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CSL overview for ACEs

Ben Kilminster, Kevin McFarland, Tony Vaiciulis
University of Rochester

Hirokazu Kobayashi, Hiroyuki Matsunaga, Makoto Shimojima
University of Tsukuba

January 16, 2002

e CSL description
e monitoring
e troubleshooting



CSL ACE Help Page

Most items in this talk are documented on CSL ACE help page

= Metscape: ACE Information |
File Edit “iew Go  Communicator Help
4 Back Foryard  Reload Home Search  Metscape Print Security Shop Eiop
' W" Eookmarks \& Location: lﬂlttp:iimm—hu. fnal. gov: 8000 acezhelp/acehelp. htnl {| @' What's Related
* Webhail Contact PEDplE Yellow Pages Download Channels
A
% Ace Information
For Run 2
Things every ACE should know .
Data Taking |
m Ops Plan, BunPlan, Good Bun m CDF Electronic Logbooks
Definition (e-logs)
o Run Control o Data Acquisition (DAQ)
- system
] Important CDF DAQ Server I o
=\ Processes == L3/EVB Manual for ACEs
CSL ACE Help Page
,{E’ SVX for ACEs o (data to consumers/ disks /
look area)
. Starting Consumers
Software Event Builder ACE Help . :
ol Running event displa
= Snie @ offline . o
VxWorks nodes basics
% Online Computers % (includes explanation of
front-end errors)
o1 SmartSockets/BT Server @ Calibration procedures
Data Handling/ Tape Monitoring . R
i Contacting Data Handling Operations @ Starting TrigSim
a1 L3 Manager Information Shot Setup Checklist (pdf)
o Deadtime o1 Acnet Monitor
W I sl D bamlia £
= 0% A i % 9P B3 2|

i




CSL ACE Help Page

I

Netscape: Conzumer-ServerdLogger ACE Help Page

[

File Edit View Go Communicator

Help

Back Foryard  Reload

Home Search Metscape Prirt Security Shop Stop

6~ Bookmarks i Location: [http: //wmn-h0. fnal. gov: 8000 aceZhelp/osly

/| @7 what's Related

Webhail Contact People Yellow Pages Download Channels

About the CSL Consumer-Server/Logger ACE Help Page m
Starting/Stopping
Lock area About the CSL
Monitoting
Troubleshooting : D :
Call CSL Expert Questions, comments, suggestions? Send mail to cdf_csl@fnal.gov |
CSL Home Page The Consumer-Server/Logger (CSL) is the central online hub through
which all CDF data taken during Run |l must pass. Events passing the
Level-3 trigger are written to disk and served to consumers by the CSL.
The raw data files on disk are then moved to the Feynman Computing
Center (FCC) for further processing. Consumers are online monitoring
processes, spying on a fraction of the data passing through the CSL. The
diagram below shows how the CSL fits into the overall dataflow.
Front End
Crate
minibanks
minibanks
minibanks
Software Event Builder
Event Builder Switch
minibanks
F atA cot
Reformatter +
B0 Hall Level-3 PC farm
5 Ermumarrar Mo ntae | : ~ #

= |

e %l 9P B 2|

il




CSL description

Front End

Crate

minibanks

minibanks

minibanks

v

Software
Event Builder

Event Builder
Switch

minibanks

FlatRoot

Reformatter +

B0 Hall Level-3 PC farm

Feynman Center

FlatRoot

v

Consumer-Server
ANy
\ ¢SeqR00t Consumer
Fiber Link

primary CSL functions

receive events from Level-3 PC farm at 20 MB/sec (75 Hz x 250 kB/event)
receive events from the software event builder

write events to disk at ~20 MB/sec

handle as many consumer requests as possible (5-10 MB/s total)
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Starting/stopping the CSL

During normal running, the CSL never needs to be started or
stopped. It is always "on”, ready to receive events.

The ace i1s able to start or stop the CSL processes.

The following commands are available:

b0dau32: cslcom stop (stop all CSL processes)

b0dau3d2: cslcom check (check if CSL processes are running)
b0dau32: cslcom start (start all CSL processes)

b0dau32: cslcom cleanup (kill all CSL processes, normally you
don’t need to do this)

Whenever start, stop, or cleanup are executed mail is automati-
cally sent to the CSL group. Shift crew should also send a mail
to

cdf _csl@fnal.gov
describing why the CSL was restarted.



CSL hardware overview

Level-3 Level-3
network network
fnal.gov
fcdfsgil — bOdau32 bOdau31 unused
unused —
fnal.gov —

[ hub A ] [ hub B ]
236 GB ’ 3 L
Unison 70 GB
Ciprico
270 GB ’ 4

Digidata ( ) ( )

270 GB ' 5
Unison 1 2

670 GB ‘ 6 370GB 370GB

Digidata Ciprico  Ciprico

670 GB ’ 7

Digidata

670 GB ’ 8
Digidata

670 GB ‘ 9
Digidata

e b0dau32, an SGI 2200 Server
(4 CPUs, large I/O bandwidth)
located on third floor of B0

e ~3.5 TB of disk space on third floor of BO (7 RAIDs)

e dual ported disks allow both fedfsgil in FCC and bOdau32 to
access disks
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CSL software: overview

Level-3 Level-3 oo Level-3

[ Receiver } : (chia ) ((child ] ees [ child ]

Parent
Shared
Message Memory ( Run )
Queues Segments Control
] N Interface
Receiver h g
Queue : - ( )
Monitoring
Logger . ) ’
Queue e Child Consumer
[ ] [ ]
[ ] [ ]
Distributor ° °
Queue : ( ) Child Consumer
Distributor :
Child Consumer
ConsSend b g oo
Queue : ( )
Event ConsSend
Buffer Parent
Manager
Logger Logger ] oo Logger
Disk Disk Disk

The CSL is a “server”. Possible “clients” include

e Level-3 output node processes

e software event builder processes

e 24 hour sender in partition 14

e consumers

Events are stored in shared memory buffers. Flow of events be-
tween processes inside CSL achieved by means of message queues.
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CSL software: monitoring

The monitoring process collects CSL status information and sends
it via a smartsockets message to the CSL monitoring display.

There are two kinds of CSL monitoring:

e the CSL display (snapshot of current CSL state)
e the CSL history plots (show rates, disk space, events logged, etc.
versus time)

Using CSL display to check current CSL status:
login to machine on online cluster

setup fer

daqmon

A GUI should appear on your screen. Click on CSL button.

Use project name cdfdaq (this should be the default). The CSL
monitor main display window should appear.

Izl Consumer-Server/logger Main Display [ «]4]

File Info

Consumer—-5Servey/ Loggey Display

Froject cdf_daq

csl_driver location _ send port; | A_bodauz2rfnalgov_1025412E

Display notices;

csl_driver times: started ati 01111820

Guerrall State; CSL_CRIYER Funhing

k| Saue Comments to File |
User comments/questions; | Send Comments to CSL TEAM |

Clear |

FECRiUEE streams partitions logger EFFars Message quele | Cansumer ook area |

viil



CSL software: receiving
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For each client sending events to the CSL, there is a receiver pro-
Ccess.

The CSL monitoring GUI displays information for each receiver
process: client node name, partition, number of events received,
and rate.



CSL software: logging

i

File Info
Logger Rates for partitions [0-16] and streams [0-10]
Rates shown: I:N“mhe" of Euents stream definitions |
Part o Part 1 Part 2 Part 3 Part 4 Part s Part & Part 7 Part s Parta Part 10 Part 11 Part 1z Part 13 Part 14 Part1s
Run Murmber 136335 aooooon 0000000 aooooon 0000000 Qoooooo 0000000 0000000 aooooon 0000000 0000000 aooooon 0000000 aooooon o aooooon
stream f 43 000000 0.00000 0.00000 0.00000 000000 0.00000 000000 000000 0.00000 000000 000000 0.00000 000000 o 0.00000
stream B 2178 000000 0.00000 0.00000 0.00000 000000 0.00000 000000 000000 0.00000 000000 000000 0.00000 000000 o 0.00000
STrEatm C o 000000 0.00000 0.00000 0.00000 000000 0.00000 000000 000000 0.00000 000000 000000 0.00000 000000 o 0.00000
stream o o 000000 0.00000 0.00000 0.00000 000000 0.00000 000000 000000 0.00000 000000 000000 0.00000 000000 o 0.00000
streatn £ o 000000 0.00000 0.00000 0.00000 000000 0.00000 000000 000000 0.00000 000000 000000 0.00000 000000 o 0.00000
streatn F o 000000 0.00000 0.00000 0.00000 000000 0.00000 000000 000000 0.00000 000000 000000 0.00000 000000 o 0.00000
stream G 431 000000 0.00000 0.00000 0.00000 000000 0.00000 000000 000000 0.00000 000000 000000 0.00000 000000 o 0.00000
stream H o 000000 0.00000 0.00000 0.00000 000000 0.00000 000000 000000 0.00000 000000 000000 0.00000 000000 o 0.00000
stpears| |0 | 0.ooooo | ogoooo | o.oooo | 000000 | 000000 | 000000 | 000000 | 000000 | 000000 | 000000 | 000000 000000 (000000 (o | 000000
strearn | £32 0.00000n 0.00000 0.00000 n.00000 0.o0oonn 0.00000 0.00000 000000 0.00000 0.00000 000000 0.00000 0.00000n 1} 0.00000
Fart totals 3250 i 0 i 0 i o (i i o (i i 0 i 0 i
Total 2250 overrall Logging counter
Show peak rate Show average rate Show Current race Show number of events Show event rate

This display is one way to check whether events are being written
to disk.

For each partition and each stream this display shows

e the number of events written to disk OR
e the rate of writing events to disk in MB /sec

Modes of running: 4 stream (A,B,G,J), inclusive (only stream I),
8 stream (A,B,C,D,E,GH,J)

CSL writes events into 1 GB output files onto disks.

CSL disks are temporary holding space for events.

After closing, file sent to FCC where fcdfsgil puts it onto tape.
Should be enough disk space for an 8 hour buffer.

First 1 or 2 files of each run go to “look” area on fcdfsgi2.



Paths, datasets, streams in Run 2

dataset J/psi J/psi
name (oe) (uu) JET 50 JET 100
[ [
paths _1 1 2 3 1 1
L1 L1 L1 L1 L1 L1
triggers | L2 L2 L2 L2 L2 L2
L3 L3 L3 L3 L3 L3

' '

stream A stream B

path: AND of Level-1, Level-2, Level-3 triggers.
dataset: OR of all paths defined for that dataset.
stream: collection of datasets

Events coming out of Level-3 are “streamed”: tagged as belonging
to a particular stream.

e CDF DAQ) system can run in multi-partition mode

e cach partition is independent of other partitions

e (CSL writes events into separate files for different partitions

e (CSL writes events corresponding to different streams within a
partition into separate files

Run II: 8 streams, 50-100 datasets

X1



CSL software: serving consumers
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CSL LAW #1: write ALL events to disk
CSL LAW #2: send events to consumers as long as it does not break LAW #1

Consumers do not see all events (maybe 5-10 MB /sec). Consumers can request
events by partition number, stream, L1/L2/L3 triggers.
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CSL Monitoring: disks

o e

-

Shows how full each CSL disk is, name and size of open files for
each partition. This is one way to check that data is being written
to disk. (Can also use “findfile runnumber” command on b0dau32.)
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CSL Monitoring: message queues

There are 150 internal buffers in the CSL. Each buffer can store
one event. The display shows four message queues. Each message
on a queue points to a buffer where an event may be stored.

Receiver (left, blue) queue shows how many buffers are free to store
new events from Level-3. If this is ALWAYS zero and “logger”
queue has all the buffers then there is a problem. Contact CSL
expert.
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CSL history plots

File Edit “iew Go Communicator Help
i Back  Fonward  Reload Home  Search Metscape Print  Security  Shop Stop
' «§ " Bookmarks A Location: [attp : //wrw-h0. fnal. gov:8000,/~osl/ ,| 17 What's Related
WebMail Contact People Yellow Pages Download Channels

CSL hom_e page

presentations

documentation Consumer-Server/Logger Monitoring Plots

contact people
W CSL specific plots | |

receiver, logger, consumer rates 24hours  one week
number of events logged 24 hours and one week
number of processes 24 hours one week
number of messages in queues 24 hours one week
average event size (partition 0-3) 24 hours one week
average event size (partition 4-7) 24 hours one week
. CPU usage: receivers,loggers,conssends 24 hours one week
CPU usage: driver,distributor,bufiman,monsend 24 hours one week
| look area 24 hours one week
general b0dau32 plots |
disk space usage 24 hours one week
load average 24 hours and one week
free memory 24 hours and one week
CPU usage: global 24 hours one week
List of files waiting to be copied to the lookarea
Accelerator Status
= | e % AP BB N2

XV




Calibration CSL

A special version of the CSL software runs on bOdap60. Useful for
some calibration runs which require

e guaranteed delivery of all events to the consumer OR

e a very large event size
(expected Run 2 event size is about 250 kB, official CSL can
accept up to 3 MB, calibration CSL can accept up to 17 MB)

Calibration CSL does not log any data to disk.

Data File Catalog

CSL writes information into the Data File Catalog database for
each output data file:

e file size

e total number of events in the file
e run number

e first event number in the file

e last event number in the file

e run section numbers

This must be done before the files are put onto tape.

Look Area on fcdfsgi2

To check status: on bOdau32 as user ace type “lookarea check”

Xvi



Troubleshooting

Here are some reasons why you might think there is a problem

with the CSL

e Level-3 is stuck in a “waiting to output events” state
e The CSL does not acknowledge a run control transition.
e There is an error message from the CSL in the Error Logger.
e You believe Level-3 or the software event builder is sending
events to the CSL and one or more of the following is true
- the consumers are not receiving any events
- the events do not seem to be written to disk by the CSL
- no files for the runs you are taking appear in the "look” area
on fedfsgi2

Some things you should check before paging a CSL expert:

e [s the CSL receiving any events?

e [f the CSL is not receiving events...

e [s the CSL sending events to consumers?
e [s the CSL writing events to disk?”

o

Did the CSL send an error message to the Error Logger?
CSL ACE web pages describes how to answer these questions.

AFTER going through the checklist, if you still think there is a
problem with the CSL, then page a CSL expert.

Xvil
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Overview

* It 1s the responsibility of the DAQ ace to
run online calibrations once per day.

* “Online calibration”
— Ace mitiates some kind of “pulsing” for system

— The *“data” from the pulse 1s read out from the
Front End Readout crates

— “Data” used to form calibration constants,
which are used to correct the data.



Offline vs. Online calibration

e This differs from “offline calibrations”, in
which real data from collisions are used to
find constants.

— Systems need offline and online calibrations for
different types of constants

— Aces only responsible for the online calibration.



X-mode vs D-mode

» X-mode: Front-End crate processes data, forms
constants, forms a calibration bank, sends
calibration bank to consumer, consumer writes to
DB

— COT calibration

— Calorimeter QIE calibrations

« D-mode: Data sent from FER crate to consumer,

consumer processes data, forms constants, writes
to DB.

— Silicon



Hardware vs Software EVB

» Standard data taking 1s done with the
“Hardware” Event Builder.

* Most online calibrations (exception:
Silicon) are done with the “Software” Event

Builder

— Software EVB connects to Consumer Server/
Logger

— CSL connects to the Calibration Consumer



Pulsing

* Generally, 1t 1s not the detector 1tself which
gets “pulsed”, but its readout electronics:
— Calorimeter:
* QIE: Charge injected into QIE
« LED/Xenon: Light into Phototubes
— COT: Charge mjected into ASDQ readout card

* Exception: Calorimeter source runs. But
you’ll never do these!!!



List Of Calibrations

Calorimeter

— QIE (CEM,CHA,PEM,PHA ,WHA)
— LED (CEM)

— Xenon (CEM)

— Laser (Plug)

« No consumer yet — expert reads D-banks from disk

CLC: QIE

BSC+Miniplugs: QIE

COT: CotCtt

Muons (pulses CMP, CMX, BMU, not CMU)

— No consumer, expert reads D-bank from disk



Calibrations (continued)

ShowerMax (central, plug)
Roman Pots

TOF
— QIE (to calibrate pulse heights)
— TAC

 To calibrate timing
« No consumer yet, expert reads D-banks from disk

Silicon
— Two runs needed: DPS on (pedestals), DPS off (noise)
— Currently D-mode: X-mode calibrations coming soon



Running Calibrations

* Mostly consists of choosing correct run
configuration, going through state
transitions

* Will give example here for COT and QIE
» Other calibrations, see Ace help:

www-b0.fnal.gov:8000/ace2help/ace calibrations.html



“Quiet Time”

* Some calibrations require absolutely no beam in
the Tevatron

« Best time 1s usually immediately after store has
ended
— SciCo should confirm with MCR about “Quiet time”

— ~20 min are sufficient for QT calibrations (usually
cannot do Plug Laser)

 If there hasn’t been any quiet time for >5 shifts,
Sc1Co can request some after a store



Picture of COT Calib Path

ACE initiates Calibration:

Signal from TS goes to tracer, picked
up by CIC (6-to-9 U adapter) which
triggers DDG through front panel

bOpuls00,
On 2™ flIr

DDG+CIC,
1-to-8 fanout
both in this crat]

C

Calib signal goes down flat
cable/repeater/micro-coax to
ASDQ, fires special circuitry
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into readout part of ASDQ,

“data” read out thru normal path of
micro-coax/repeater/flat cable/TDC

DDG signal goes to 1-to-8 fanout,

8 copies of signal to COT crates
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Picture of Calib GUI

Fun Control State hdanager

COT)

|=[Bl[x]

File Partitioning Parameters Enable Proxy
GenericCalibration State Manager selected

ERROR

Reset |——

Partition Abt+Rst

- Abort | —

activate

CALIBRATING

Mo state information yet Nothing has happened yet
Mo Partition Selected Run Number: Undefined
LIMD EFINED Mo Events yet

Mo error conditions Mo Calib Events yet

RunType: (Undefined)




How to run calibration (COT)

Start run control
Select state manager: “generic calibration™
Choose a partition

Select run configuration:
— calib » cot > COTCALIB ACE

Do Partition — setup — activate. This 1s what
fires the pulser!

Calibration will take a minute or so. After pulsing
1s done, CTTC bank formed and sent to SEVB,
then to consumer. Will take consumer another
minute or so to write data to COTChanTO table.



Config for COT Calib
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Picture of Calibration chain
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/ EVB
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(COT)

Production/L3 connect
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CttCalibConsumer:
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Writes to DB s

Average start times,
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DBANA used to look | zmmm COTChanTO table
At contents of In DB

COTChanTO table




QIE calibration GUI




Configuration for QIE calib
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Where are constants applied?

e COT: constants read from database and
applied at L3/offline

e Calorimeter:

— QIE: constants applied in the readout electronics
* Run control has extra button, “download”

* You’ll rarely (maybe never) use this

* Muons: just used for expert monitoring



Checking Calibrations

e Use DBANA to verify calibration made 1t
into database

— ~cdfcalib/runDBANA
 Should see the calibration run listed

* Note: COT calibration only writes new
COMPLETE run 1f the new calibration

changes from last COMPLETE run

— Otherwise, just writes the BAD channels




Calibration Tables

From Qie calibrations:

— CEMQIE2, CHAQIE2, PEMQIE2, PHAQIE2,
WHAQIE2, CEMPED, CHAPED, PEMPED,
PHAPED, WHAPED

— CLACQIE2, CLAPED (CLC)
— FDAQIE2 (BSC)

From LED: CEMLED
From Xenon: CEMXEF
From Plug Laser: PHALASER



Calibration Tables (cont)

From COT: COTChanTO

From ShowerMax:

— CESQIE2, CPRQIE2, CCRQIE2, PESQIE2,
PPRQIE2, PESQIE2, CESPED, CPRPED,
CCRPED, PESPED, PPRPED

From TOF:
— TOFQIE, TOFQIEPED

Silicon tables not listed here



DBANA

Click on “Detectors” for

specific detector, click on that
detector to get the tables from the
calibratior

DataBase AN s Calibrations
W Database: Ionline_prod vI Data Status: IANV vI

COTCHAMNTO All I Ciate | Used Sets
COTCTT

COTCTI

COTSTAGED

Date Time Run “ers Status Tahle

137132 Rav COTCHAMNTO
BaD COTCHAMTO

A1 136521 COMPLETE COTCHAMTO
§9'90t-”*”| 01/08/2002 17:14:41 136334 1 BAD COTCHANTD

01/04/2002 13:54:11 136230 1 BAD COTCHANTD
QESE'ECT"”‘”l 01/03/2002 22:27:48 136197 BAD COTCHANTO

0170272002 13:59:24 156047 Bal COTCHAMTO

This will give list of options for plots

COTCHANTO

For more example
From more detectors
See the ACE calib

Help page
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Troubleshooting

Software EVB may not be running
— Can be stopped/started from rc: Proxy — SoftEVB

Persistent problem with crate (calibration fails
during run)

— Call expert

— If'there is a problem with a crate, probably already showed up

during the data taking
Calibration does not show up 1n the database

— Check log file on bOdapNN: ~cdfdag/consumers/log (do Is —Itr to
check for latest log file. Will have name such as
“runCotCtt_]*¥**** [og”

— Record any errors in e-log, send email to expert.

Online and Offline software do not cohabitate well

— Always use separate xterms for online (rc etc.) and offline
(DBANA) tasks
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